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Twenty-five years of Engineering Mathematics 

Now that the Journal of Engineering Mathematics (JEM) has just completed its first twenty-five 
years, it may be an appropriate time to reminisce about its history, describe its present state and look 
forward to the years ahead. More than a quarter of a century ago a group of Dutch applied mathe­
maticians, associated with the Universities of Technology at Delft, Eindhoven and Twente and with 
the University of Groningen, got together under the inspired leadership of the late Reinier Timman, 
thinking that it would be a good idea to create a journal devoted primarily to mathematics arising 
from engineering contexts. In the mid-fifties, in Delft, it had been Timman himself who had 
promoted the concept of the mathematical engineer, whose foremost interest was in tackling 
problems of engineering significance. In those years there were only a few journals in the world, 
notably QAM, QJMAM, SIAM J. Appl. Math. and ZAMP, which sought to publish papers in the 
general area of applied mathematics. None of these were dedicated to serving the fuzzy area between 
applied mathematics and engineering. Therefore, the idea to create a new journal for the sole purpose 
of attracting papers of an engineering-mathematics nature seemed a good one, coming from mathe­
maticians active at universities of technology and universities with applied-mathematics departments. 

Despite its Dutch origins, JEM is now and in fact always has been a truly international journal. In 
the initial stages the Editorial Board was composed mainly of scientists who had their base in The 
Netherlands. Under the responsible guidance of the previous Managing Editor, the Board was rapidly 
internationalised, so that more than half of them are now from other countries. This trend is likely to 
continue. Most of our papers originate from the United Kingdom and the U.S.A., in that order, with 

The Netherlands taking a historically understandable third place. After these three we see countries 
such as Canada and Australia. Evidently, our journal shows a very strong bias towards the English­
speaking scientific world. One can justifiably wonder why this is so. Is it true that our kind of 
mathematics, which relies more on intuition than on mathematical proof, is less popular outside the 

above-mentioned areas? Or is there a more mundane reason, namely that the possibilities of JEM 

have not yet been fully discovered in large sections of the world? 
Over the years, the journal's editors have found that it is very difficult to define exactly what 

engineering mathematics is. First of all, some things which are indeed fully fledged engineering 
mathematics are unsuitable for JEM, since the mathematics of these papers is simply lacking in both 
depth and substance. Whenever such papers are sent to us, we advise authors to resubmit their work 
to a technical journal specialised in the engineering subject they address. On the other hand, papers 
which are clearly mathematical exercises for their own sake, devoid of all but the remotest reference 
to a field outside mathematics, are usually returned to the authors. Our advice is then for them to look 
for a journal devoted to applied mathematics per se. Ideally, papers published in JEM commence with 
a mainly verbal introduction in which the technical, i.e. non-mathematical, background is sketched. 
This is followed by a derivation or statement of the mathematical model. If at all possible, a paper 
should be concluded with a section in which the results of the paper are discussed, particularly in 
relation to the non-mathematical engineering background. The mathematics should be non-trivial. 

Much as it is difficult to define clearly what engineering mathematics is, it is far from easy to 

delineate where engineering mathematics ends and applied mathematics begins. Many of the papers 

we publish, perhaps the majority of them, are sound applied mathematics. At the same time, much of 

what is called "applied mathematics" nowadays is not suitable for JEM. Even so, large sections of 

this particular branch of mathematics belong to the field we cover. This is why, henceforth, the term 
applied mathematics will appear on the cover of the journal. 
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We have also added the term industria/mathematics. This neologism was coined, possibly half a 

century ago, since it was recognized that a lot of mathematical modelling was and still is going on 

within large industrial laboratories, outside the direct sphere of influence of academia. Again, our 

journal does not intend to cover everything that comes under this heading. Industrial-mathematics 
papers which have a strong engineering-mathematics aspect (see Aims and scope) are welcome. 

At twenty-five years old one can safely say that a scientific journal has come of age. If it has 
managed to survive for that period of time, it has proved its right to exist. Having said this, we 
believe that there is cause for celebration. We wish to do this in a way that seems to us the most 

suitable, which is to publish a special issue filled entirely with papers written by members of the 
Editorial Board. Who better than these people to show what is going on in engineering mathematics 
and its overlap region in both applied and industrial mathematics? It may be fitting to mention here 

that the Publisher also thinks there is cause for celebration, as it has allowed us to offer a greatly 

expanded first issue at no extra cost to the subscriber. 

Finally, it may be good to try and look into the future. Ours is an expanding field. This is why we 

believe that JEM should expand commensurately. Although no definite date has been set as yet, we 

plan to increase the number of issues published annually from four to six in the not too distant future. 

Special issues will be produced as from 1993. Such issues will each be devoted to a single topic of 

great interest. Occasionally, review articles dealing with important areas in engineering mathematics 

will appear. We do hope that our regular audience will remain as loyal to our journal as ever and that 

their numbers will be ever-increasing. 

H.K. KUIKEN 

Editor-in-Chief 
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Three-dimensional convection in an inclined layer heated from 
below 

F.H. BUSSE! and R.M. CLEVER2 

lInstitute of Physics, University of Bayreuth, Universitiitsstrasse 30, D-8580 Bayreuth, Germany 
2Institute of Geophysics and Planetary Physics, University of California at Los Angeles, Los Angeles, CA 90024, 
USA 

Abstract. Longitudinal rolls aligned with the component of gravity parallel to the layer represent the preferred 
mode of convection at onset for a wide range of parameters of the inclined layer problem. As the Rayleigh number 
is increased beyond the critical value the longitudinal rolls tend to become unstable with respect to the wavy 
instability. The three-dimensional convection flows evolving from this instability are studied in this paper by 
numerical computations. The main effect of the wavy distortions of the longitudinal rolls is a decrease of the heat 
transport. The stability of the steady three-dimensional convection flow with respect to disturbances with the same 
periodicity interval in the plane of the layer is also investigated. Various instabilities are found in dependence on the 
Prandtl number P and the angle y of inclination and their cvolution is studied in a few cases. 

1. Introduction 

Convection in an inclined layer heated from below has been studied both experimentally and 
theoretically by numerous investigators during the past decades. In contrast to the case of a 
horizontal layer, the basic state of an inclined layer is characterized by a mean flow with a 
cubic profile. In the following we shall assume that the inclined layer is sufficiently extended 
that end effects do not affect the properties of convection flows very much. In particular we 
shall assume that the temperature distribution of the basic state is governed by conduction 
only and is approximately uniform throughout the plane of the layer. 

The basic state of the inclined layer becomes unstable with respect to transverse or 
longitudinal rolls depending on the Prandtl number P of the fluid and on the angle of 
inclination. As discussed by Gershuni and Zhukhovitskii (1976) longitudinal rolls represent 
the preferred form of convection in high Prandtl number fluids for almost all inclinations as 
long as there exists a finite component of the temperature gradient opposite to the direction 
of gravity. Even in the case P = 1 longitudinal rolls remain preferred in an inclined layer 
heated from below up to an angle of 77° of inclination with respect to the horizontal. Only at 
much lower Prandtl numbers does the source of kinetic energy of the cubic profile flow 
contribute sufficiently to favor the onset of transverse rolls for all angles of inclination. 

Longitudinal rolls are characterized by the property that their heat transport is in­
dependent of the angle y of inclination if the normal component of gravity, g cos y, is used in 
the definition of the Rayleigh number. Other properties, however, such as the profile of the 
mean flow depend on the parameter y. Accordingly, the stability properties of the longi­
tudinal convection rolls also exhibit a strong dependence on the angle of inclination. In 
particular the wavy instability has been found to play a dominant role in restricting the 
region of the parameter space for which longitudinal rolls can be realized. For theoretical 
and experimental work on this topic we refer to the papers of Clever and Busse (1977, 
referred to in the following by CB77) and Ruth et al. (1980a). In the present paper we 
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investigate finite amplitude properties of three-dimensional wavy rolls induced by the onset 
of the wavy instability. 

Convection in an inclined layer heated from below is of considerable interest for 
engineering applications. In particular, in the design of solar energy collectors the efficiency 
of the convective heat transport plays an important role. The fact that this efficiency is 
reduced significantly after the onset of wavy convection rolls has already been noted in the 
experimental study of Ruth et al. (1980a). The numerical results of the present paper 
provide details on the parameter dependence of this effect. Another effect emerging from 
the theoretical study of this paper is the onset of subcritical finite amplitude wavy rolls in 
some cases. This property may be responsible in part for some of the remaining dis­
crepancies between experimental observations and the prediction of linear theory. 

The mathematical formulation of the problem and the numerical method of solution are 
described in Section 2. While the basic equations are the same as those treated in CB77, 
three-dimensional solutions and their stability properties are analyzed in the present paper in 
contrast to the study of two-dimensional solution and their stability in CB77. The properties 
of steady wavy rolls are shown in Section 3 in comparison with those of longitudinal rolls. 
The results of the stability analysis together with the calculations for two time-dependent 
solutions are presented in Section 4 and a concluding discussion is given in the final section. 

2. Mathematical description of the problem 

We consider a fluid layer between parallel no-slip boundaries inclined at an angle 'Y with 
respect to the horizontal. Constant temperatures T1 and T2(T2 > T1) are prescribed at the 
upper and lower boundaries. Using the thickness of the layer as length scale, d 2/K as time 
scale where K is the thermal diffusivity, and (T 2 - T 1) / R as scale of the temperature we 
obtain the dimensionless form of the basic equations for a Boussinesq fluid as given by (2.1) 
of CB 77. 

The basic state of the inclined layer as sketched in Fig. 1 is given by the dimensionless 
temperature distribution 00 and the velocity field Va' 

Fig. 1. Sketch of the geometrical configuration of the inclined layer heated from below. 
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U - OR 1 (3 1) - U 0 o - J 6 Z - 4 z tan 'Y = oJ, (2.1a,b) 

where the Rayleigh number R is defined by 

(2.2) 

The coefficient f3 of thermal expansion, the acceleration g of gravity and the kinematic 
viscosity v have been used in this expression. For the orientation of the coordinate system 
and the associated unit vectors i, j, k we refer to Fig. 1. 

The secondary and tertiary solutions of the basic equations will be described as deviations 
from the primary solution (2.1), 

u = Voi + V(x)i + V x (V x kcp) + V x kl/l == Vi + ocp + EI/I , (2.3ab) 

where we have assumed that the x, y-average of the velocity field is directed solely in the 
x-direction. 

By operating with k 0 V x [V x ... ] and k 0 V x onto the equations of motion and using the 
heat equation we obtain the following three equations for cp, wand it, 

V4A2 CP + tan 'Ya;z i} - Az i} = p-l {o 0 [(ocp + EI/I)' V(ocp + EI/I)] 

+ (Vax + at)V2A2 CP - a;zVa X A2CP} , (2.4a) 

V 2 A 21/1 + tan 'Ya" i} = P - 1 { E 0 [( ocp + E 1/1) • V( ocp + E 1/1 )] + (Vax + at) A 21/1 - a z u a y A 2 cp} , 

(2.4b) 

(2.4c) 

In addition an equation is needed for the component V(x) of the mean velocity field, 

(2.4d) 

where the bar indicates the average over the x, y-plane. The symbol Az has been introduced 
for V2 - a;z and P is the Prandtl number, P = V/K. The boundary conditions for cp, 1/1, i} and 
U(x) are given by 

1 
cp = azcp = 1/1 = i} = U(x) = 0 at z = ± 2 . (2.5) 

Longitudinal rolls corresponding to x-independent steady solutions of the problem (2.4), 
(2.5) and their instabilities have been investigated in CB77. The variables cp, i} describing 
longitudinal rolls are the same as in a horizontal layer. The parameter 'Y only enters the 
solution for 1/1 and U(X); the convective heat transport as a function of the Rayleigh number 
as defined by (2.2) is thus independent of 'Y. The main instability of longitudinal rolls is the 
wavy instability which is the origin of some of the three-dimensional forms of convection 
observed in the experiments by Hart (1971), Ruth et al. (1980a) and others. The following 
analysis is devoted to the study of finite amplitude properties of this type of convection. 
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Since the imaginary part of the growth rate of the wavy instability vanishes we expect an 
evolution of the instability towards a steady three-dimensional solution of equations (2.4). 
Using the Ga1erkin method we expand the variables cp, I{I, 1] and U(x) into complete systems 
of functions satisfying the boundary conditions (2.5), 

(2.6a) 

(2.6b) 

~ {COS A£¥xX} 
1] = L.J bA • A sin V1T(Z + O[p( A) cos IL£¥.Y + (1 - p( A)) sin lL£¥yY], 

J.LV sm £¥ x . 
A,J.L,v x 

(2.6c) 

U(x) = ~ U sin 2V1T(Z + 1) L.J Iv 2 , (2.6d) 
v 

where the summation runs through positive integers v and non-negative integers A and IL and 
where the function p( A), 

peA) = 1 for even A, peA) = 0 for odd A (2.7) 

has been introduced in order to capture the symmetry of the convection flow generated by 
the interaction of the wavy instability with the longitudinal rolls. Another aspect of this 
symmetry manifests itself in the selection rule that the upper function in the wavy bracket 
must be chosen for even v + IL and the lower function for odd v + IL. The functions gvCz) 
were first introduced by Chandrasekhar (1961, p. 635) and are also defined in CB77. After 
introducing the representations (2.6) into equations (2.4), mUltiplying the equations by the 
respective expansion functions and averaging them over the fluid layer, we obtain a system 
of nonlinear algebraic equations for the coefficients aAJ.LV' cAJ.LV' bAJ.Lv' Uiv ' After truncating 
this infinite system of equations it can be solved by a Newton-Raphson method. As in the 
case of similar problems (Clever and Busse, 1987, 1989) the truncation condition in which all 
coefficients and corresponding equations satisfying 

are dropped offers an optimal combination of computational efficiency and economy. 
Almost all computations to be reported in the following have been carried out for NT = 6, 8 
and 10. In the plots the results obtained for NT = 10 are shown provided they differ by less 
than a few percent from those obtained for NT = 8. Only at the highest values of R NT = 12 
has also been used. 

The Galerkin method offers the opportunity for a relatively simple analysis of the stability 
of the steady three-dimensional solutions. Arbitrary infinitesimal disturbances can be 
superimposed onto the steady solution and their growth rate can be determined, Here we 
shall restrict the analysis to those disturbances which fit the x,y-periodicity interval of the 
steady solution. This procedure excludes disturbances with finite Ploquet exponents which 
are usually of lesser importance. The main reason for this restriction is that disturbances 
which fit the periodicity interval of the steady solution can be separated into four subsets 
differing in their symmetries with respect to the steady solution. This separation facilitates 
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the stability analysis enormously since the eigenvalues of much smaller matrices must be 
evaluated. The infinitesimal disturbances that we are considering can thus be represented in 
the form 

_ ~ _ {COS Aaxx} _ _ 
'P = L.. aAuv . \ gv(z)[p(A) cos IWI'Y + (1- peA)) sin lLal'Y] exp(lTt), 

r SID I\a x . . 
A,!",v x 

(2.8a) 

u(x,y) = L p(v)U~X,y) sin V7T(Z + ~) exp(lTt) , (2.8d) 
v 

where the four classes SE, SO, AE, AO can be distinguished according to the following 
definitions: 

S: peA) = p(A), A: p( A) = 1- p( A) , (2.9a) 

E(O): Upper (lower) functions in the wavy brackets correspond to even v + IL and lower 
(upper) functions correspond to odd v + IL . (2.9b) 

The disturbance mean flow (2.8d) for the classes S is directed solely in the x-direction, while 
for the classes A only a disturbance mean flow in the y-direction can exist. The mean flows 
are symmetric (antisymmetric) with respect to the plane z = 0 in the classes SO and AE (SE 
and AO). Accordingly p(v) = p(v) holds for SO and AE and p(v) = 1 - p(v) for SE and 
AO. 

3. Steady three-dimensional convection flows 

Three-dimensional solutions of the form (2.6) have been obtained for a variety of Prandtl 
numbers and angles of inclinations. The wavenumber a v has been fixed at the critical value 
ac = 3.117 for the onset of longitudinal convection rolls because those rolls remain stable up 
to the Rayleigh number RII for the onset of the wavy instability. Once the threshold value 
R II is exceeded, wavy roll solutions exist for a broad band of wave numbers ax. Since the 
value ax of the strongest growing disturbance increases significantly with R beyond the 
threshold value RII according to CB77 and since typical observations (Hart, 1971) of 
experimentally realized wavy rolls exhibit relatively large values of ax ' we have chosen 
values of ax which appear to be representative for the wavy roll regime. 

For all cases that have been studied, the transition from longitudinal rolls to wavy rolls 
causes a drop in the convective heat transport. A typical example can be seen in Fig. 2 in 
which results for the case of Prandtl number P = 12 have been plotted. There thus exists a 
region for which the Nusselt number decreases with increasing Rayleigh number. For lower 
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r------.----.--.--.-,,-r~------_,2 

1.5 

N-l 

S-l 
1.0 

0.5 

R-R c 

Fig. 2. Nusselt number N (solid lines), shear Nusselt number S (dashed lines) and kinetic energy of the mean flow 
Emf (dash-dotted lines) for longitudinal rolls and wavy rolls with ax = 1.5 (bifurcating at R - R, = 1.6 .103 ) and with 
ax = 2.0 starting at about R - R, = 3.8 . 103• The wavy rolls become unstable at the Rayleigh numbers indicated by 
short lines (dotted for ax = 1.5, dash-double-dotted for ax = 2.0). The parameters P = 12, "y = 60°, ay = 3.117 have 
been assumed. 

Prandtl numbers this effect is less pronounced, but the growth of the Nusselt number is 
always reduced in comparison with the case of longitudinal rolls. 

In analogy to the Nusselt number N which is defined as the ratio of the heat transport with 
and without convection, the shear Nusselt number S can be defined as the ratio of the shear 
stresses at the walls in the presence and in the absence of convection, 

[ a / a ] S= --u -u az az 0 z=±~' 
(3.1) 

Longitudinal convection rolls are very effective in reducing the shear stress primarily because 
an effective heat transport decreases the mean temperature gradient in the interior of layer 
which is responsible for driving the cubic profile flow. It is thus not surprising that an 
increase of S occurs together with a decrease of N. The kinetic energy of the mean flow, 

(3.2) 

also increases with the onset of wavy rolls. Here the angular brackets indicate the average 
over the fluid layer. 

Another interesting effect that can be seen in Fig. 2 is the subcritical onset of wavy rolls 
for larger values of ax , say ax ;;?; 2. Because on the inverted part of the solution branch the 
numerical scheme does not converge, the three-dimensional solution in the case ax = 2.0 is 
not connected in the figure with a bifurcation point on the longitudinal roll solution. The 
numerical scheme mimics the physical system in this respect since the inverted part of the 
bifurcating branch can also not be realized because of its instability. 

In Fig. 3 the kinetic energies of the fluctuating components of the velocity field are shown 
which are defined by 

(3.3a) 
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----
------------

2 

0.6 

R-R C 
0.4 

0.2 

Fig. 3. Same as in Fig. 2 except that Epn' (solid lines) and E,ol (dashed lines) have been plotted. 

(3.3b) 

As is evident from the figure, these quantities increase roughly in proportion to R - Rc for 
longitudinal rolls, but vary much less rapidly with R after the onset of wavy rolls. 

In Figs 4 through 6 results for water (P = 7) are shown for two different angles of 
inclination. The change in the heat transport caused by the onset of wavy rolls is less 
dramatic than in the case P = 12 and a tendency towards a recovery of the transport 
efficiency can be noticed at higher Rayleigh numbers. This latter tendency is especially 
pronounced at the high inclination of 'Y = 80° where it has also been found that the energy of 
the poloidal component of flow can grow to values much higher than the corresponding 
values of longitudinal rolls. This result may indicate a tendency towards the realisation of 
transverse rolls which are a strong competitor for longitudinal rolls at high inclinations 
according to linear theory. 

1.0 

N-l ....... 

0.1 
2 5 

I I 
I: 

2 

R-R 
5 2 

c 

Fig. 4. Nusselt number N in the case P = 7, a y = 3.117 for longitudinal rolls (solid line) and wavy rolls with ax = 1.5 
(dashed line) and ax = 2.0 (dash-dotted) for 'Y = 60° and with ax = 1.5 (dotted) and ax = 2.0 (dash double-dotted) 
for 'Y = 800 • The Rayleigh numbers at which the respective wavy rolls become unstable are indicated at the abscissa. 
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O.B 

S-l 

0.6 

0.4 

2 5 

\ 
'. \ 

" .. y' , , 
'­

'-

I I 
I: 

'­
'­

.... 

........ -------

2 5 

R-R c 

.... 
........ 

.... , 

2 

0.03 

Epol 

R-Rc 
0.02 

0.01 

Fig. 5. Shear Nusselt numbers (descending solid line and attached branches) and Epo ] for the same cases as in Fig. 4. 

While the Prandtl number of water at room temperature is 7, it decreases rapidly with 
increasing temperature and reaches a value of about 2.5 at 60°C. This property has 
motivated the computations for the case P = 2.5 displayed in Figs 7 and 8. It is evident from 
these figures that the results resemble qualitatively those obtained in the higher Prandtl 
number cases. Since the difference Rll - Rc between the thresholds for wavy rolls and 
longitudinal rolls increases almost proportional to p2 according to Fig. 10 of CB77, the 
curves shown in Figs 7 and 8 are shifted to much lower values of R in comparison to those of 
the previous figures. 

Because of the general similarity of the evolution of wavy rolls for different values of y 
and P, we show only a few representative plots of the flow structure. The left-hand column of 
Fig. 9 shows the relatively smooth dependence of the flow field in the case of lower 
inclination, lower Prandtl number, and lower Rayleigh number, while all of these parameters 
assume higher values in the case of the right-hand column, where much smaller flow 
structures become visible. It is remarkable that the isotherms are almost identical to the lines 

2 

104 
5 

5 

Emf ............ -~ .• :-::: ...........•... : ... 

2 

103 

5 

5 

2 

102 
2 5 2 5 

R-R c 

Fig. 6. Emf (solid lines for 'Y = 60°, dotted lines for 'Y = 80°) and E"" (dashed lines for 'Y = 60°, dash-dotted lines for 
'Y = 80°) for the same parameter values as in Fig. 4. 
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N-l 

S-l 

0.5 

............ - .... - ...... ------
.... ---..:.;.-----

" " " " " 

"­, 

------:: ......... 
--~~~ ...... 

". o. 0 L--_-.J.._-'---'-.l-J.-I....J....u.. __ ...z::..--<~'--l.-'-L..W....I 

102 2 5 2 5 

R-R c 

5 

Fig. 7. Nusselt number N (solid lines), shear Nusselt number S (dashed lines), and Em· (dash-dotted) for 
longitudinal rolls and for bifurcating wavy rolls with 0'., = 1.5 (bifurcating at R - R,. = 200) and fwith a, = 2.0 in the 
case P=2.5, y=40°, 0',=3.117. 

of constant velocity in the z-direction in the case of lower Prandtl numbers. While lines of 
positive and negative z-velocity exhibit the expected symmetry in the center plane, z = 0, a 
considerable asymmetry develops as one moves to planes closer to the boundaries. The plots 
in the middle of the figure exhibit this property quite clearly. The features of wavy rolls in 
the case P = 2.5 are also visible in the case of P = 0.71 shown in Fig. 10. In addition, the 
toroidal component of the velocity has been plotted in this figure which shows the effect of 
the advection of mean flow by the z-component of the velocity field. 

Figures 11 through 15 display results obtained for an inclined air layer (P = 0.71). In Fig. 
11 the Nusselt number is plotted for a number of different values of y and ax' It is interesting 
to see, that the recovery of the Nusselt number for wavy rolls to values comparable to those 
of longitudinal rolls is almost complete in the case y = 25°. But at higher angles of inclination 
the Nusselt number deficiency for wavy rolls persists. The change of the shear Nusselt 
number S induced by wavy rolls and plotted in Fig. 12 is even more dramatic than at the 

----,---
0.01 

0.00 
102 2 

, , , , , 
" 

........................ 

5 

.... -.~ -::.:.. -:... ~-=-~-=-..=-...:.­
; ! 

2 5 

R-R c 

0.3 
Etor 

R-Rc 
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Fig. 8. Epol (solid lines) and Eto, (dashed lines) for the same parameter values as in Fig. 7. The Rayleigh numbers at 
which the wavy rolls become unstable are indicated at the abscissa (dotted for a, = 1.5. dash-dotted for a, = 2.0). 
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Fig. 9. Lines of constant normal velocity , - i1 2'P = const. , in the planes z = 0 (top row) and z = - 0.3 (middle row) 
and isotherms in the plane z = 0 (bottom row) for the cases P = 2.5 , 'Y = 40°, R = 3500 (left column) and P = 7, 
'Y = 60°, R = 104 (right column). ax = 2.0 , a" = 3.117 and NT = 10 have been used in all cases. Solid lines describe 
positive values, dashed lines correspond to negative values and solid line adjacent to the dashed lines indicates zero. 
The y-direction is upward , the x-direction towards the right. 
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Fig. 10. Lines of constant normal velocity, -u,<p = const., in planes z = 0 (upper left) and z = - 0.3 (lower left). 
isotherms in the plane z = 0 (upper right) and streamlines of the toroidal component of the velocity field, 
'" = const., in the plane z = 0 (lower right) for P = 0.71 , R = 2490, '}' = 40°, Ctx = 2.4 . Ct , = 3.117. Solid (dashed) lines 
indicate positive (negative) values and the solid line adjacent to the dashed lines describes zero. The y-direction is 
upward. the x-direction towards the right. 

higher Prandtl numbers mainly because the decrease of S with increasing R owing to the 
actions of longitudinal rolls becomes more pronounced at lower Prandtl numbers. The 
changes in the energies of the fluctuating and of the mean velocity fields shown in Figs 13 
through 15 are very similar to those found in the case of higher Prandtl numbers except for a 
shift owing to the strong dependence of RI/ on P which we have mentioned above. 

In the last two Figs 16 and 17, profiles of the mean flow U(z) are shown. The amplitude of 
mean flow is reduced in comparison with the cubic profile flow (2.1b). but not as much as in 
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The parameters P = 0.71 and O'y = 3.117 have been assumed. The Rayleigh numbers at which the respective wavy 
rolls become unstable have been indicated at the abscissa. 

S-l 

0.2 L...-----'-----'--L..w...J..J..J...<._ I I I 11111 I I:' 

101 2 5 2 5 2 5 

R-R c 

Fig. 12. Same as Fig. 11 for the shear Nusselt number. 

5 

' .. ~::: ........................ : ."...... ..' 

.... _''"'"'':':'';''~~'~:~;:'::::7. 
__ --..___ _~'~.-. '7' .. ;...._-

-__ .......... ,-:,,:::" __ -:,,";.;.t"'-
..... ":" 

r--------=~~~~'~--~~I~ .. : // 

2 

102 

5 

Emf 
2 

101 
/ 

5 

2 

10° 
101 

2 5 2 5 2 5 

R-Rc 
Fig. 13. Kinetic energy of the mean flow Emf for longitudinal rolls and bifurcating solutions of wavy rolls in the 
cases 'Y = 25° (solid lines), 'Y = 40° (dashed lines), and 'Y = 60° (dotted lines). The parameter values are the same as in 
Fig. 11. 



www.manaraa.com

Three-dimensional convection 13 

(-" /" 
"\ -'- / v:~· .. :</ -.-

,/ ". " " ....... .' / ....... _.>< .. 
0.02 1---..--:----.-..----;/-' - \. 

E \ " / /'\ pol \ ',\ / / . 
\ '. "._..... /'\ 

R-Rc \.... \. \ / .. ' 
\ '. \ '. / .. ----

\ ". " '/-._ .. -
\<.... ......._.-.;; .... 

"', r ,........... ,,// 

.. ~---

0.01 

2 5 2 5 

R-Rc 
Fig. 14. Same as Fig. 11 for Epj(R - R,) instead of N - 1. 

2 
................. 

10° 

Etor 5 
------

R-R c 2 

10-1 

5 

2 

10-2 

2 

R-R c 

Fig. 15. Same as Fig. 13 for Eto/(R - R,) instead of Emf' 

0.0 

-0.1 

-0.2 

Z 
-0.3 

...... 

............ 

-0.4 ..... 

-0.5 

0 20 40 60 80 100 

u 
Fig_ 16. Mean flow profile U(z) for wavy convection rolls in an inclined layer with P = 7. Y = 60°. ax = 2.1. 
a y = 3.117. The curves correspond (left to right) to R = 3100. SOOO. 104.2.104 



www.manaraa.com

14 F.R. Busse and R.M. CLever 

0.0 

-0.1 

-0.2 

Z 
-0.3 

-0.4 

-0.5 

0 5 10 15 

u 
Fig. 17. Same as Fig. 16, but for P = 0.71, l' = 40°. The curves correspond to R = 2000 (solid), 3000 (dashed), 5000 
(dash-dotted), 104 (dotted). 

the case of longitudinal rolls (see Figs 3 and 4 of CB77 for comparison). The maximum of 
mean flow profile is shifted towards the boundary with increasing Rayleigh number since the 
x, y-average of the temperature in the interior of the layer becomes nearly isothermal and 
the buoyancy force driving the mean flow becomes located in the thermal boundary layers. 
As must be expected from the Prandtl number dependence of equations (2.4), the 
convection induced effects on the mean flow are much more dramatic in the case of air than 
in the case of water. 

4. Instabilities of wavy convection rolls 

The procedure for the search of growing disturbances has been outlined at the end of Section 
2. Growth rates a have been obtained for all four classes of disturbances SE, SO, AE, AO. 
The results of the computations show that disturbances of the class SE, usually yield the 
highest real part a r of a for P P 1. In the case of air, P = 0.71, disturbances of the classes SE, 
AE and AO are close competitors and for P = 0.3 AO disturbances dominate. 

The instability in the case P P 1 always exhibits a finite imaginary part ai of the growth 
rate. The period corresponding to the frequency ai appears to be roughly related to the 
circulation time in the rolls. Because the growing disturbances do not change the symmetry 
of the steady wavy roll solution, it is relatively easy to follow its evolution by a forward 
integration in time. For this purpose the coefficients a1mn , b lmn c1mn in expressions (2. b) are 
assumed to be functions of time and a Crank-Nicholson scheme is used for the numerical 
integration. After transients have died away it is found that a periodic oscillation occurs in 
which the flow appears to vacillate between the state of longitudinal rolls and a state of 
nearly transverse oriented vortices as is evident from the example shown in Fig. 18. The 
mean quantities plotted as a function of time in Fig. 18a are periodic with half the period of 
oscillation as can be seen from the comparison with the flow field shown in Fig. 18b. The 
interval of growing transport of heat and momentum corresponds to the state of nearly 
aligned longitudinal rolls. In the sudden transition to modulated transverse vortices kinetic 
energy of the toroidal component is converted into kinetic energy of the poloidal component 
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Fig. 18a. The Nusselt number N (solid line), the shear Nusselt number S (dashed), the kinetic energies of the 
poloidal (dash-dotted), toroidal (dash double-dotted) and mean (dash triple-dotted) components of the velocity field 
as a function of time for vacillating convection with R = 1900. P = 0.71. ')' = 60°. a, = 1.2. a,. = 3.117. 

of the velocity field. But since the longitudinal orientation of the rolls is lost, the transports 
are decreased in this process. After the decay of the modulated transverse vortices the 
longitudinal rolls start to grow again. 

Since the cases where the vacillation instability occurs are also characterized by relatively 
high angles of inclination where the critical Rayleigh numbers for the onset of longitudinal 
rolls and for transverse vortices get relatively close, the vacillation between these two states 
is perhaps not surprising. It must be taken into account in this connection that two­
dimensional transverse vortices are not very stable according to the analysis of Nagata and 
Busse (1983) and that they are replaced by three-dimensional vortices exhibiting significant 
structure in the transverse direction similar to that of the second picture from the top of Fig. 
18b in the middle column. 

While wavy rolls in an air layer with 40° inclination and ax;?; 1.8 are unstable with respect 
to the vacillation instability, the instability with the AD symmetry and with vanishing U'i 

predominates at lower angles of inclination and low values of ax ' ax :;S 1.5. For intermediate 
cases such as y = 25°, ax = 2.1 and y = 40°, ax = 1.5 the preferred instability is of the 
AE-type. As is evident from Fig. 11, the region in which wavy rolls are stable in the case of 
25° inclination is so small that we feel forced to conclude that the wavy rolls observed in the 
experiments of Ruth et al. (1980a) are not the original wavy rolls analyzed in this paper, but 
they are instead those which are already modified by the AE-type instability which appears 
to be most relevant for the parameters of the experiment. Obviously the effects of this 
modification are not very dramatic since the observed convection exhibits a close re­
semblance to wavy rolls. Consistent with this interpretation is the fact that Ruth et al. report 
slight lateral motions whenever the angle of inclination reaches a value y;?; 20°. This 
property must be expected in the case of an AE-type instability according to the discussion at 
the end of Section 2. 

In order to test this hypothesis, we have done a forward integration in time in the case 
y = 40°, ax = 1.5, a, = 3.117, R = 2000. Since the number of coefficients that must be 
determined as function of time is twice the number for steady wavy rolls due to symmetry 
considerations, the computations become rather time consuming. The remarkahle result that 
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Fig. 18b. Lines of constant normal velocity at z = -0.3 (left column) and at z = 0 (middle column) and lines of 
constant", at z = 0 (right column) are shown at equal time steps (tlt = 0.3034) starting at the time 0.585 of Fig. 18a 
such that half a cycle is completed at the time 2.405 corresponding to the bottom row. Solid (dashed) lines indicate 
positive (negative) values except for the solid line adjacent to the dashed lines which indicates zero . The y-direction 
is upward, the x-direction towards the right. Parameter values are the same as in Fig. 18a. 
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Fig . 19. Lines of constant velocity u, (left column) and constant toroidal stream function", (right) in the plane z = 0 
for steady wavy rolls (top row) and for drifting asymmetric wavy rolls (middle and bottom rows) at two points in 
time, I1t = 1.0 apart. The parameter values R = 2000, P = 0.71, 'Y = 40°, a , = 1.5 , a ,. = 3.117. NT = 8 have been 
used. 

has been found is displayed in Fig. 19. The growing disturbances do indeed change the 
original wavy roll pattern. But after a short transient, a stationary pattern of asymmetric 
wavy rolls is again attained except for a constant drift in the transverse direction. This 
direction depends on the sign of the critical disturbances of AE-type. Thus, left or right 
drifting patterns can be obtained, depending on the choice of initial conditions. 
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5. Concluding discussion 

Although the problem of inclined layer convection has received considerable attention from 
experimenters, there exist few opportunities for a quantitative comparison of the theoretical 
results of this paper with laboratory observations. The general result that less heat is 
transported by wavy rolls than by longitudinal rolls is borne out by the experimental data of 
Ruth et al. (1980a). For a more detailed discussion of the heat flux data see Ruth et al. 
(1980b). But a quantitative comparison between theory and experiment is difficult for a 
number of reasons. First, the finite extent of experimental layers causes end effects and leads 
to a longitudinal component of the temperature gradient in the basic state which exerts a 
considerable influence on the dynamics of the system (Hart, 1971; Bergholz, 1978). Second, 
the finite lateral extent of the layer and its influence on the mean flow are not represented in 
the theory. The finite conductivity of the bounding surfaces of the enclosed fluid and 
deviations from the Boussinesq approximation also can give rise to asymmetries which may 
cause discrepancies between theory and experiment. For instance, the stationarity of wavy 
rolls which depends on the antisymmetry of the mean flow with respect to the center plane of 
the layer will give way to a time dependence once this symmetry is broken. 

A detailed discussion of the problem of convection in inclined enclosures can be found in 
the book by Schinkel (1980) who also presents new theoretical and experimental results for 
the case of inclined rectangular boxes of finite aspect ratio filled with air. The theoretical 
computations are restricted, however, to the case of two-dimensional transverse rolls. 
Three-dimensional solutions for wavy patterns are described in the present paper for the first 
time. While finite aspect ratios and deviations from the Boussinesq approximation will 
undoubtedly affect quantitative aspects of these solutions, they clearly represent the wavy 
structure seen in experiments as demonstrated by the close similarity between the photo­
graphs of Hart (1971) and the plots of Figs 9 and 10. The analysis of the time-dependent 
three-dimensional solutions which bifurcate from the wavy rolls according to stability 
analysis are of special interest. The few preliminary cases that we have reported in this paper 
have already exhibited a number of unexpected features and a more systematic study 
appears to be warranted. Perhaps those surprising features such as the vacillations and the 
transverse drift will stimulate new experimental investigations. 

The findings of this paper may have implications for the design of solar heat collectors. 
The presence of convection in an inclined layer strongly reduces the mean circulation which 
transports a considerable amount of heat in inclined layers of finite extent. Secondly, the 
heat transport by wavy rolls is much reduced in comparison with longitudinal rolls. It may 
thus be advantageous to realize the Rayleigh number regime where both the Nusselt number 
and mean flow strength are relatively low. 
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Marangoni convection in V-shaped containers 
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Abstract. This paper presents a numerical study of the time evolution of Marangoni convection in two V-shaped 
containers involved in the microgravity experiments reported in Hoefsloot et al. [7]. First the case of the triangular 
container with a plane gas/liquid interface is considered, next the container having the shape of a circular sector 
with a curved interface is dealt with. The numerical results show the same behaviour as observed experimentally: 
convection caused by macroscale effects in the former, and microconvection in the latter case. 

1. Introduction 

Marangoni convection, or surface tension driven convective flow, may occur when a solute 
evaporates from a liquid at a gaslliquid interface and the liquid's surface tension depends on 
the solute concentration. Perturbations of the mass transfer across the interface create local 
differences in surface tension, and the liquid at the interface will flow from locations with low 
surface tension towards locations with high surface tension. If this mechanism is sufficiently 
strong to overcome the counteracting viscous resistance, a convective flow is created in the 
liquid. In many cases a characteristic roll-cell pattern is seen to develop. Very often a second 
mechanism that can give rise to convective flow is present: buoyancy effects as a result of 
density variations (Rayleigh instability). In practice it is sometimes difficult to determine 
whether an observed convective flow is the result of Marangoni or Rayleigh instability, or of 
a combination of the two effects. We mention that both types of instability can also occur in 
the case of heat transfer across a gaslliquid interface, viz, when surface tension and/or 
density are temperature-dependent. 

In chemical process industry Marangoni convection is considered to be an important 
phenomenon in mass transfer equipment, like packed-bed columns, where thin liquid films 
are in contact with a gas phase. It has been shown (see e.g. Nield [13]) that Marangoni 
instability determines the convective flows in thin liquid films, whereas Rayleigh instability is 
dominant in thick layers. Since the presence of roll-cell activity in a chemical reactor 
enhances mass transfer, thus leading to an improved performance, the study of the 
Marangoni effect is of practical importance. 

Experimental work on Marangoni convection in thin liquid layers is somewhat prob­
lematic, because flow measurements in such layers are very difficult and in thick layers the 
simultaneous presence of Rayleigh convection is an obstacle. Therefore experiments are 
usually carried out in a micro gravity environment, so that buoyancy effects are negligible and 

·Present address: Department of Chemical Engineering, University of Amsterdam, Amsterdam, The Netherlands. 
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the restriction to thin liquid layers is removed. A number of years ago the Chemical 
Engineering Department of the University of Groningen (The Netherlands) started a 
program of microgravity experiments to study Marangoni convection. In all experiments the 
driving force for the convective flows was the evaporation of acetone into air from an 
acetone in water solution. For this liquid the surface tension is a decreasing function of the 
solute concentration. This function is usually taken to be a linear one for the range of 
concentration values under consideration. Marangoni convection near a plane gas/liquid 
interface was studied during the D1-Spacelab flight of 1985 (Lichtenbelt et al. [11], Dijkstra 
and Lichtenbelt [2]). Experiments concerning surface tension driven flow around a ventilated 
air bubble in the acetone in water solution, carried out during two sounding-rocket flights 
(1987, 1988) in Kiruna (Sweden) and during two parabolic-flight campaigns (1986, 1988) in 
Houston (USA), were meant to investigate the influence of interface curvature (Dijkstra and 
Lichtenbelt [2], Lichtenbelt [10], Hoefsloot and Janssen [3, 4], Hoefsloot et al. [9]). The 
latest experiments were performed in 1990 with narrow V-shaped containers on board of the 
Caravelle 234 airplane at the Centre d'Essais en Vols in Bretigny (France), see Hoefsloot et 
al. [7]. 

The experiments showed that it makes sense to distinguish between two types of 
Marangoni convection: convection created by overall surface tension gradients occurring 
initially in the system (macro scale convection or, shortly, macroconvection) and convection 
which is the result of hydrodynamic instability (microscale convection or microconvection). 
We emphasize that this difference concerns only the mechanism governing the onset of the 
convective flow, and not necessarily the final flow development towards a more or less 
regular roll-cell pattern. Macroscale effects are mostly due to geometrical factors which lead 
to inhomogeneous mass transfer across the interface, whereas microconvection occurs when 
evaporation is uniform. A linear stability analysis describing theoretically the initial stage of 
microscale convection has been presented by Hoefsloot et al. for a cylindrically curved 
interface [5] and for the spherical interface separating a ventilated air bubble from the 
surrounding liquid [6, 8]. For the latter system numerical results describing the longer-time 
evolution of Marangoni convection are reported in Hoefsloot et al. [9]. 

In this paper we present a numerical study of the time evolution of Marangoni convection 
in two of the V-shaped containers involved in the experiments described in [7]. The flows in 
this type of container are believed to be representative for those occurring in dead zones 
(stagnant liquid zones) in packings in mass transfer equipment. Two different containers will 
be considered: a triangular one with a plane gaslliquid interface, in which convective flow 
due to macroscale effects is to be expected, and another having the shape of a circular sector 
with a curved interface, which will show microscale convection. In Section 2 the experimen­
tal setup and results concerning these two containers are briefly outlined. The mathematical 
formulation of the two-dimensional coupled fluid-flow / mass-diffusion problem is given in 
Section 3, together with a discussion of the numerical solution technique. In Section 4 the 
numerical results are presented, and the paper ends with Section 5 in which some concluding 
remarks are made. 

2. Results of microgravity experiments 

The experimental setup as well as the experimental results are fully described in Hoefsloot et 
al. [7]. For completeness a brief summary will be given here. The experiments were 
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performed during a number of parabolic flights , in each of which a microgravity level of less 
than O.05g was attained for a period of about 17 seconds. The main parts of the setup were 
narrow V-shaped glass containers, filled with a 5 wt% acetone solution in water in which, due 
to the evaporation of the acetone, Marangoni convection will start. The liquid contained 
tracer particles which were monitored by both a video and a photo camera. Figure 1 presents 
two photographs that are representative for the whole experiment. The triangular container 
with the flat gas/liquid interface shows two large roll cells (Fig. la). In the container with the 
curved interface (Fig . Ib), a number of smaller roll cells are visible near the interface, 

-

(a) 

(b) 

Fig. 1. Roll cells observed in a triangular container with plane interface (a) and a container with curved interface 
(b) . The largest dimension of both containers is 28.3 mm. Camera shutter time: 1 s. Photograph (a) was taken 7.4 s 
after injection of the liquid into the container , (b) after 9.3 s. 
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whereas the liquid bulk remains more or less quiescent. The maximum flow velocities were 
about 4 mm/s in the former case, and about 1.5 mm/s in the latter. 

The difference between these two flows has already been explained by Hoefsloot et al. [7]. 
The geometry of the triangular container leads to a depletion of acetone in the corner 
regions, creating a surface tension gradient which forces the liquid at the interface to flow 
towards the corners (macroscale effect). For the container with the curved interface the mass 
transfer by evaporation across the interface is homogeneous, and the onset of the convective 
flow is entirely due to hydrodynamic instability (microscale convection). This type of 
instability often tends to create a large number of small roll cells at the initial stage, with 
various coalescences or breakups of cells at later times, contrary to the rather stable two-cell 
pattern of the macro scale case. Apart from this, the flow caused by the macro scale effect is 
characterized by much larger flow velocities than in the case of microconvection. 

3. Mathematical formulation and numerical solution method 

The mathematical modelling of the convective flows will be based on the Navier-Stokes 
equations for two-dimensional flow of an incompressible Newtonian viscous liquid under 
zero-gravity conditions, combined with a convection/diffusion equation for the solute 
concentration. Two different geometries are considered. Case I (see Fig. 2) is the triangular 
container with a plane gas/liquid interface of length 2H and two rigid sides of length HV2. 
This case corresponds to the experimental container depicted in Fig. la. Case II (see Fig. 3) 
corresponds to the experiment shown in Fig. lb. The liquid region has the shape of a sector 
of a circle with radius H and opening angle n/2. The circular boundary is the gaslliquid 
interface, the two plane boundaries are rigid walls. 

Length, time, velocity, stream function, vorticity and solute concentration are non­
dimensionalized by scaling with respectively, H, H 2/v, v/H, V, V/H2 and cin' Here v denotes 
the kinematic liquid viscosity and cin is the (uniform) initial solute concentration. 

y 

gas 
interface 

1 I 
v 

Lu liquid 

o x 

Fig. 2. The triangular container with plane gaslliquid interface in the dimensionless x, y-plane (case I). 
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gas 

Vr 

interface I (r=l) 

liquid 

Fig. 3. The circular-sector container with curved gas/liquid interface in the dimensionless r, O-plane (case II). 

3.1. Case I (plane interface) 

In the non-dimensional formulation the liquid region in the x, y-plane is given by x + y > 1, 
x - y < 1, y < 1 (see Fig. 2). After introduction of the stream function 1JI and the vorticity w 

by the relations 

ap 
u=--ay , 

a1Jl 
u=­

ax ' 
au au 

w=---
ay ax' 

where (u, u) is the velocity vector, the governing equations for 1JI, wand solute concentration 
c can be written as 

aw _ atJr aw + atJr aw = v2w 
at ay ax ax ay , (1) 

(2) 

(3) 

where t is the time variable, V2 is the two-dimensional Laplacian a2/ax 2 + a2/al and Sc 
denotes the Schmidt number v / [[D with [[D the coefficient of mass diffusion in the liquid. 

At the solid walls we have the boundary conditions 

P = a1Jl + a1Jl = ac + ac = 0 
ax ay ax ay , for x + y = 1 , 

P = aP _ ap = ac _ ac = 0 
ax ay ax ay , for x - y = 1, 



www.manaraa.com

26 H.W. Hoogstraten et al. 

implying zero flow velocity (no-slip condition) and mass impermeability. Assuming that the 
gas/liquid interface does not deform, we may put 

1[1 = 0 at y = 1 . 

Further we impose the mass transfer condition 

ac + Bi c = 0 at y = 1 , 
ay 

where Bi denotes the Biot number defined as kH / ICD with k the mass transfer coefficient of 
the gas phase. The tangential stress balance at the interface gives (see Dijkstra and Van de 
Vooren [1]) 

where Ma is the Marangoni number 

(dy/de)cinH 
Ma= - JLICD • 

The derivative d y / de of the (dimensional) surface tension y with respect to the dimensional 
solute concentration e is assumed to be equal to a negative constant. 

Finally, we have the initial conditions 

1[I=w=O, c = 1 for t = O. 

The above initial/boundary-value problem has been solved numerically by the well-known 
Alternating Direction Implicit (ADI) finite difference method (see e.g. [12] and [14]). The 
discretization for this method leads, after linearization, to sets of linear algebraic equations 
with a tridiagonal coefficient matrix which are relatively easy to solve. The time-discretized 
form of equations (1 )-(3) reads 

(4) 

w m+ 1 _ Wm+1I2 =! (iwm+1/2 

Ilt 2 al (5) 

(6) 

1[In+l _1[In+1I2 1 (a 21[1n+1I2 a21[1n+l m+l) 
=-2 2 + 2 +w , 

T ay ax 
(7) 
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where the superscript m denotes the time level t = m !1t. In equations (6) and (7) a 
pseudo-time discretization has been introduced with time step 7 and counter n. All 
derivatives with respect to the spatial variables x and y occurring both in the equations and in 
the boundary conditions have been replaced by second-order difference quotients. 

A nonuniform rectangular grid has been used. The grid lines parallel to the x-axis are 
given by 

Y = Yi = -0.99 (ilN)2 + 1.99(ilN) , i = 0,1, ... ,N. 

The grid lines x = constant run through the points of intersection of the lines Y = Y i with the 
boundaries x ± Y = 1. In this way we have the highest density of grid points in the region 
near the interface where the largest velocity and concentration gradients will occur. 

The numerical computation is carried out as follows. Assuming that P, wand c are known 
at time level m, first the value W m + 1I2 at the intermediate level m + 112 is computed from (4) 
and using this value of W m + 1I2 in (5), the value of wm + 1 is computed. Next, P at level m + 1 
is computed iteratively from (6) and (7) with n as iteration counter and using the stop 
criterion Ipn _pn+ll < 10-6. During this iteration, the pseudo-time step 7 is not kept fixed, 

but it can be enlarged when n increases, thus saving computer time. Finally, the computed 
value pm+l is used in (8) and (9) to compute subsequently the concentration values Cm + 1I2 

and cm + 1• At this stage 1[1, wand c are known at time level m + 1, so m can now be changed 
into m + 1 and the procedure is repeated. This method is probably not the most cost-efficient 
one, but it is reliable and works well also for large values of Ma and Sc. 

3.2. Case II (curved interface) 

In this case we use polar coordinates rand e in terms of which the liquid region is given by 
0< r < 1, 0 < e < Trl2 (see Fig. 3). The velocity components vr and Vo are now related to P 
and w in the following way: 

1 aVr 1 a(ver) 
w=---+---

r ae r ar ' 

and the equations to be solved for P, wand c read 

aw = a2w + 2. a2w + ! aw _ ! [a1[l aw _ aP aw] 
at ar2 r2 ae2 r ar r ar ae ae ar ' 

a2p 1 a2p 1 aP 
w=-+--+--

a/ r2 ae 2 r ar ' 

The boundary conditions at the solid walls are 

(10) 

(11) 

(12) 
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1[1' = ac = 0 
ao ' 

a 21[1' 
w = -2-' at 0 = 0 and 0 = 'IT'/2 . 

a r 

Analogous to the preceding case, we impose three boundary conditions at the gas/liquid 

interface r = 1: 

1[1'=0, 

and 

ac = _ Bi c at r = 1 , 
ar 

w - 2 a1[l' (= aVe _ Ve) = _ Ma ! ac at r = 1. 
ar ar r Sc r ao 

The initial conditions at t = 0 are: 

w =0, 1[1' = 0 and c = 1 . 

Since the above initial/boundary value problem possesses the motionless solution 1[1' = w = 0, 
c = co(r, t), a very small initial perturbation of the interfacial value of c will be introduced to 
trigger off numerically the onset of micro-scale convection. 

As in case I, the numerical solution of the above problem has been obtained by means of 
an ADI method. The time-discretized version of equations (10)-(12) is 

w m+1I2 _ wm = ! (~ iw m+1I2 _! a1[l'm aw m+1/2) + ! (iwm + ! (1 + a1[l'm) aw m) 
llt 2,z ao2 r ar ao 2 ar2 r ao ar ' 

(13) 

w m+1 _ w m+1I2 =! (~ a2w m+1I2 _! a1[l'm awm+1I2 ) 

I:lt 2 r2 ao2 r ar ao 

1 (a2w m+1 1 ( a1[l'tn) aw m+1) +- +- 1+-- ---
2 ar2 r ao ar ' 

(14) 

1[I'n+1I2 _1[I'n =! (~ a21[1'n+1I2 + a21[1'n +! a1[l'n _ wm+1) 

T 2 r2 ao2 ar2 r ar ' 
(15) 

1[I'n+l _1[I'n+1I2 =! (~ a21[1'n+1I2 + a21[1'n+l + ! a1[l'n+l _ wm+1) 

T 2 r2 ao2 ar2 r ar ' 
(16) 

Cm+1/2 _ cm =! (1.. ~ a2cm+1I2 _ a1[l'm+l ! acm+1/2) 

I:lt 2 Sc r2 ao 2 ar r ao 

+! (1.. [icm +! acm] +! a1[l'm+l acm) 
2 Sc ar2 r ar r ao ar ' 

(17) 

cm+1 _ Cm+1/2 = ! (1.. ~ a2cm+1I2 _ a1Jim+1 ! acm+1/2) 

llt 2 Sc r2 ao2 ar r ao 

+ ! (1.. [a 2cm+1 + ! acm+1] + ! a1Jim+1 acm+1) 
2 Sc ar2 r ar r ao ar ' 

(18) 

where the superscript m denotes the time level t = m llt. As in the discretized equations for 
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case I, T denotes the pseudo-time step and n the pseudo-time level. All derivatives with 
respect to the spatial variables rand 8 occurring in the basic equations and in the boundary 
conditions have been replaced by second-order differences. An equidistant grid has been 
used in the 8-direction, whereas in the r-direction a non-uniform grid has been used with a 
higher density of grid points near the interface r = a/ H where the concentration and velocity 
gradients are large. The non-equidistant grid points have been defined as: 

rj = -0.9(i/N)2 + 1.9(ilN) , i = 0,1, ... , N. 

The numerical computation is carried out in the same way as in case I. 

3.3. Accuracy and convergence of the numerical method 

The ADI method which has been applied to solve the problems numerically has a first-order 
convergence rate in the time variable and second-order convergence with respect to the 
spatial variables. To check the correctness of the numerical algorithms a number of tests has 
been carried out. Since the convergence behaviour for case II is somewhat more intricate 
than for case I, we begin with some tests concerning case II. 

Table 1 shows values of the maximum of the stream function (Pmax ) and the velocity at the 
interface at 8 = 22S (denoted by V22S ) at the point of time t = 1.25 X 10-3 for the 
parameter values Ma = 105, Sc = 100 and Bi = 55-100(8/'/T). Note that Bi has been chosen 
here as a function of 8 along the interface, so that an artificial macroscale effect has been 
introduced and therefore no initial disturbance is required to start the convection. The 
computation has been done for three 8 x r grids (41 x 41, 81 x 81 and 161 x 161 points) and 
three !1t values (5 x 10-5, 2.5 X 10-5 and 1.25 x 10-5). The values of Pmax and V225 show the 
expected convergence behaviour. 

In the next test for case II the Biot number has been taken constant (Bi = 20) and there is 
an initial perturbed interfacial concentration given by 

c = {0.999 ~ O.OO1(!lm), !: 0, ... , M , 
1.001 O.OOl(JIM) , J - M, ... , 2M, 

where 2M + 1 is the number of grid points in 8-direction and j runs from j = ° (correspond­
ing to e = 0) to j = 2M (e = '/T/2). To make this disturbance compatible with respect to the 
three spatial grids which have been used in this test, the first row below the interface in the 
81 x 81 grid is given the linearly interpolated value between the undisturbed value (c = 1) of 
the second row and the interfacial value of c. For the 161 x 161 grid this interpolation is done 
for three rows, and for the 321 x 321 grid for seven rows. The computations were performed 
with Ma = 105, Sc = 100 and !1t = 1.25 x 10-5• The results for Pmax and V225 at time 
t = 2.5 X 10- 4, given in Table 2, demonstrate the desired convergence behaviour. 

Table 1. Test results for case II: 8-dependent Biot number, no initial concentration perturbation. 

grid 41 x 41 81 x 81 161 x 161 

At I lJImax V"5 1Jtmax V22 .5 1Jt'max V22 .5 

5 X 10-5 0.0987 -3.768 0.0849 -3.397 0.0817 -3.314 

2.5 x 10- 5 0.1013 -3.832 0.0874 -3.464 0.0842 -3.384 

1.25 x 10- 5 0.1027 -3.864 0.0886 - 3.497 0.0854 - 3.416 
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Table 2. Test results for case II: constant Biot number, perturbed initial concentration (see text). 

grid 81 x 81 161 x 161 321 x 321 

t I 1J'max V22 .5 1JI'max V22 .5 qi'max V22 .5 

2.5 X 10-4 2.12 X 10-4 -0.00631 2.52 x 10-4 -0.00751 2.61 x 10- 4 -0.00776 

A further computation, making use of an 81 x 161 grid and keeping the remammg 
parameter settings unchanged, gave a value for V22 .5 that differed only 2 x 10-7 from the 
161 x 161 value of Table 2. Changing the time step to b.t = 2.5 X 10-5 and keeping all other 
settings the same gave 1Ji'max = 2.59 X 10-4 on the 161 x 161 grid. 

The above tests show that the convergence behaviour is as expected and accuracy is good 
for small time. To see how the accuracy is for larger values of t, computations have been 
carried out for case II on two () x r grids (161 x 321 and 321 x 641 points) with b.t = 
2.5 X 10-5, Ma = 105 and Sc = 100 and Bi = 20. The initial perturbed concentration along the 
interface is the same as above, with linearly interpolated c-values for the first three rows 
below the interface for the coarser grid, and for the first seven rows in the case of the finest 
grid. The results for 1Ji'max are given in Table 3, from which it can be observed that accuracy 
deteriorates gradually in time, but it remains acceptable for t~7.5 x 10-3. 

For case I, being less difficult than case II, only one test is presented here with the 
parameter values Ma = 105, Sc = 100 and Bi = 20. Three spatial (x x y) grids were used with 
time step b.t = 2.5 X 10-5• Table 4 gives results for 1Ji'max' From this table it can be seen that 
accuracy is reasonable as long as t is smaller than 1.25 x 10-2• 

3.4. Choice of parameters 

In the numerical computations of which the results will be presented in the next section, the 
following parameter values have been used: Ma = 105, Sc = 100 and Bi = 20. Theoretically, 
the Marangoni number would be about 108, but under experimental circumstances the value 
will mostly be several orders of magnitude smaller. The choice of Sc = 100 instead of the 
actual value of acetone in water (which is 787), is a compromise. With the real value of Sc 
unacceptably small time steps would have been required to suppress numerical instabilities in 

Table 3. Test results for case II: constant Biot number, perturbed initial concentration (see text). 

grid 161 x 321 321 x 641 

t I 1JImax 'V'max 

6.25 X 10-4 0.00039 0.00041 

1.25 x 10-3 0.00053 0.00057 

2.5 x 10-3 0.00070 0.00076 

5.0 x 10-3 0.00087 0.00094 

7.5 x 10-3 0.00096 0.00104 

1.0 x 10-2 0.00103 0.00177 

1.25 x 10-2 0.00249 0.00397 
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Tahle 4. Test results for case I: constant Biot number, no initial concentration perturbation. 

grid 161 x 81 321 x 161 641 x 321 

ill qi'max 1Jimax 1Jimax 

6.25 X 10-4 0.0011 0.0007 0.0006 

1.25 x 10-3 0.0043 0.0030 0.0025 

2.5 x 10-3 0.0140 0.0109 0.0095 

5.0 x 10-3 0.0345 0.0265 0.0237 

7.5 x 10-3 0.0483 0.0418 0.0415 

1.0 x 10-2 0.2020 0.2180 0.2059 

1.25 x 10-2 0.5381 0.5323 0.4609 

the solution (like wiggles). Lowering Sc increases the weight of the diffusive terms with 
respect to the convective terms, thus improving numerical stability. The chosen value of Bi is 
in the usual range of experimental values. 

The spatial grid used for case I was the x x y grid of 641 x 321 points given in Table 4, and 
for case II the () x r grid of 321 x 641 points given in Table 3 was used. In all computations 
M was equal to 2.5 x 10-5. 

4. Numerical results 

The numerical results are presented in the form of contour plots of the stream function 1]1 for 
various points in time. Figure 4 shows some results for case I at times t = t] = 2.5 X 10-3, 2t], 

3t], 4t] and 5t]. The corresponding values of 1Jtmax can be found in Table 4. It is seen that the 
characteristic roll-cell pattern for this macroscale case emerges: a quite stable pattern of two 
large roll cells, in accordance with the experimental observations. At t = 3t], an additional 
small cell is seen in each corner region, but it vanishes again soon afterwards. Although the 
plot for t = 5t] is not to be completely trusted from a numerical point of view (see Table 4), it 
has nevertheless been included since it confirms the global impression of a stable two-cell 
pattern for case 1. 

The first set of results for case II is represented by Fig. 5. The slightly perturbed initial 
concentration distribution, which is symmetric with respect to the line () = 1T / 4, is the same 
as the one used in the second and third numerical test for case II (see previous section). This 
initial concentration has been chosen because the initial flow pattern consists of two large roll 
cells and resembles the flow pattern created by the injection of the liquid into the container 
during the experiment. The points in time for which the plots have been made correspond to 
those of Table 3: t = t] = 2.5 X 10-3, 2t], 3t] and 4t]. The initial two-cell pattern is clearly not 
persistent: the first stage of breakup into smaller cells is seen to occur in Figs 5c,d. This 
tendency towards a pattern of many small cells near the interface, along with a nearly 
motionless liquid bulk, is typical of microconvection. Comparing the values of 1]Imax for this 
case (see Table 3) with those for case I (see Table 4), it is clear that the macroscale effects of 
case I lead to higher liquid flow velocities than the micro scale effects of case II. 

Figures 6 and 7 show two simulations with initial disturbances leading to a flow pattern 
with a relatively large number of roll cells. In the case of Fig. 6 the initial concentration has 
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(a) 

(c) 

(d) 

(e) 

Fig. 4. Contour plots of the stream function for case I at dimensionless times I, (a), 21, (b), 31, (c), 41, (d) and 51, 
(e), where I, = 2.5 X 10-3• 
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been perturbed by assigning the value c = 0.999 to the five grid points j = 0, 80, 160, 240 and 
320 on the interface, whereas in Fig. 7 this has been done for the eleven grid points 
j = 0, 32, ... ,288,320. Although the time evolution of the patterns is slow in both cases 
(which, of course, is a typical property of micro convection) , a tendency towards an increase 
of the number of cells is visible. These micro convection simulations would require extremely 
large computing times to monitor their full evolution in time. For each set of results 
presented above the computing time amounted to several hours on a Cyber 962 mainframe. 

(a) 

(b) 

Fig. 5. Contour plots of the stream function for case II at dimensionless times I, (a), 21, (b), 31, (c) and 41, (d), 
where (, = 2.5 X 10-3, computed from the symmetrically perturbed initial concentration distribution described in the 
text. 
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/ 
(c) 

(d) 

Fig. 5 (conL). 



www.manaraa.com

Marangoni convection in V-shaped containers 35 

(a) 

o 
(b) 

(c) 

(d) 

Fig. 6. As in Fig. 4, with initial concentration distribution perturbed at five locations on the interface. 
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Fig. 7. As in Fig. 4, with initial concentration distribution perturbed at eleven locations on the interface. 
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s. Conduding remarks 

The numerical results presented in this chapter confirm the experimentally observed 
phenomena for Marangoni convection in Y.·shapt.d f;ontainers as described by Hoefsloot et 
al. [7]. The triangular container (case 1) shows a flow beha\10Ur which is characteristic for 
macroconvection: a rather stable roll-cell pattern con31sting of a sr.la!l number of large cells, 
extending into the bulk region. The time development of the pattern is more rapid than in 
the case of microconvection and also the flow velocities are iarger. The computations 
involving the circular-sector container (case II) give rise to typical microconvection be­
haviour: small flow velocities. slow devebp.nent of flow pattern :md near! y motionless liquid 
bulk. The initial tendency ;~ roward~ breakup uf cel!s. but attt'I ~G!.gcr tllnes i: i'; to Je 
expected that coalescel1'=c (,t ,.::~!~ wiij iC~I: t~1 1 mOf' 01' l~ss i~e':;j:..teJli: p<lttcrr. ~f snmewhat 
larger cells. However. all aexurate and numerically stable simuiPotion of this long-term 
behaviour would require the l:Ivailability of a considerable amount of computing time on a 
very large (super)computer. 
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Structure of the temperature profile within a high-pressure gas­
discharge lamp operating near maximum radiation efficiency 

H.K. KUIKEN 
Philips Research Laboratories, P. O. Box 80.000, 5600 fA Eindhoven, The Netherlands 

Abstract. A singular perturbation technique is used to describe the temperature profile in a wall-stabilized 
high-pressure gas-discharge arc in the limit of extremely high radiation efficiency. The analysis shows that the profile 
is characterized by three different regimes, one of which is a transition layer. 

Introduction 

In this paper we shall investigate a certain aspect of the temperature field produced by a 
high-pressure gas-discharge arc. The arc is assumed to be enclosed within an elongated 
cylindrical tube, i.e. it is a so-called wall-stabilized arc. Such a configuration can be 
technologically important as a high-yield light source. A simplified sketch of such a system is 
given in Fig. 1. 

Two electrodes stick into the tube at both ends. When the lamp is operating, these 
electrodes are extremely hot, so that they are easily induced to emit electrons. The electric 
field causes these electrons to accelerate, thereby imparting large amounts of energy to 
them. The tube is filled with a gas such as mercury or sodium. Because of the high pressure 
in the tube (from 5 up to 100 atmospheres), the mean free path of the gas molecules is very 
short, thus collisions with the hot electrons are extremely frequent. During a collision 
between an electron and a gas molecule the electron loses part of its energy which is 
transferred to the gas molecule. The electrons soon regain their previous energy levels 
through the interaction with the electric field. 

When a gas molecule absorbs energy as the result of a collision with an electron, the 
energy transfer may be, roughly speaking, of three different kinds. The energy may be used 
to increase the temperature of the gas, meaning that it may be returned as translational, 
vibrational and rotational energy. Indeed, when equilibrium has been reached, the electron 
temperature and the gas temperature are the same in a high-pressure gas discharge. This is 
normally known as local thermal equilibrium (LTE). A second energy-transfer mode is the 
one in which electrons in the outer valence band of the gas molecule are excited to higher 
quantum levels. Such a higher state may be unstable and, as a result, an excited electron will 
return to the lower state, possibly through a succession of intermediate states. During this 
process photons are emitted. As a crude approximation these may be thought to belong to 

axis of symmetry arc 

_L_L_-_-..:-_-_-_-_-..:-..:-_-..:-..:-..:-);_-_-..:-..:-..:-_-_-_-_-_-_± ___ _ 
~_-_----_--------__ --____ -----

electrode t~e electrode 

Fig. 1. Sketch of a gas-discharge tube. 
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two different categories: a) ones that leave the rube without interference; these constitute the 
lamp's radiation, both visible and invisible; b) ones that are absorbed within the plasma by 
the gas molecules; this constitutes an added heat-transfer mechanism. The former is called 
thin radiation and the second is thick radiation. A third electron-gas energy-transfer mode is 
that in which a gas molecule is ionized. In this process an electron is knocked loose, thereby 
becoming a free electron. 

A knowledge of the temperature field is extremely important for a proper understanding 
of how a lamp operates. We shall consider the temperature distribution away from the 
electrodes where it may be thought to depend solely upon the radial coordinate r, assuming 
stationary conditions. We shall also assume that cDnvection effects are absent, although in 
larger tubes, particularly in those which are in a vertical positicn, convection effects may 
dominate [1,2,3]. The one-dimensional rotationally syrnmf~tric model we wish to investigate 
was first described by Elenbaas. A summary of hi~ v>'ork can be found in his book on the 
high-pressure gas discharge [4]. More recent aCC01.!nts can be found in [5,6]. Recently, we 
have shown [7,8,9] that this classical model CCln be treated by asymptotic methods. Since 
asymptotic methods are capable of giving a much clearer Insight into the structure of 
solutions than could be achieved by any direct computational approach, we decided that the 
field was worth revisiting. 

What we intend to study in this paper is a particular question left open in [9]. It concerns 
the structure of the temperature field when the maximum radiation efficiency is approached. 
In that case some important quantities characterizing the arc become singular. It is important 
to know how. 

The model 

As explained in [9], the temperature distribution in the middle section of an elongated tube 
containing a high-pressure gas-discharge arc is governed by the equation 

1 d dt 2 
- -d rA(t) -d + a(t)E - u(t) = 0 , 
r r r 

(1) 

where t is the temperature, r the distance to the axis symmetry, E the electric field and A(t), 
a(t) and u(t) the temperature-dependent thermal conductivity, electrical conductivity and 
radiation output terms, respectively. The electric field E, which is assumed to be uniform, 
and the total arc current I are related as follows: 

E = 1/ r 27Tra(t) dr , (2) 

where a is the inner tube radius. The thermal conductivity is assumed to represent ordinary 
thermal conduction and short-range radiation effects. The latter, which is usually called thick 
radiation, is to be attributed to photons emitted and absorbed by nearby molecules. It has 
been shown [9] that the analysis is independent of the particular functional description of 
A(t). It may even be given in tabulated form. 

The electrical conductivity is given by 

a(t) = yt3/4 exp(-t/t) , (3) 
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where ti is equal to half the IOnization temperature. If V; is the ionization potential, i.e. the 
potential that has to be overcome to dislodge totally an outer electron from the valence band 
of a gas moiecule, then t; = eV)2k, where e is the elementary charge and k is Boltzmann's 
constant. Further, y is some constant. 

Next we have to consider the radiation term u(t) which represents the so-called thin 
radiation which leaves the tube wIthout hindrance. In [9] we modelled this as follows: 

u(t) = wt P exp(-f*!t) , (4) 

where the temperature t,~ =" elf * / k rm'e:-ents an effective quantized state from which 
radiation 0CCU=-~;, ~:1,ce :o(li::a'.i~m t:;:;'jnu:llt~; :he highest energy level attainable, we always 
have 

(5) 

Further, w is a constant. The exponent p 1S usually taken as -1. Boundary conditions are 
defined as follows: 

dt 
dr = 0 at r = 0 (symmetry) , (6) 

t = tw at r = a, (7) 

where tw is the (observed) temperature at the inner tube wall. 
It has been emphasized before [7,8,9] that an effective treatment of a complicated 

nonlinear system such as the one defined by equations (1-6) can only be done when the 
system is properly nondimensionalized. Clearly, r can be rendered dimensionless by means of 
the tube's inner radius a. Arguments were presented in [7, 8, 9] that the temperature is best 
rendered dimensionless by referring to the axis temperature fr' which is the maximum 
temperature in the system. Typical values of t, are 3000 K-4000 K for sodium arcs and 
5000 K-6000 K for mercury arcs. These values are considerably higher than tw which can be 
in the range of 1000 K-1500 K, but much lower than either t; or t* which are in the range of 
50000 K-100000 K. Therefore, neither tw nor t; or t* are suitable reference temperatures. In 
view of the above, we introduce dimensionless variables as follows: 

R = ria, T= tltr • (8) 

Since tr is now assumed to have a known value, another parameter has to be turned into 
an unknown instead. The most natural choice will be the arc current I. By doing this, we 
invert the problem definition. Instead of asking which maximum temperature tr results from 
a given, i.e. observed. arc current, we ask ourselves what arc current is needed to achieve a 
required axis temperature. 

We shall not repeat here the complete derivation of the final equation we wish to 
investigate. This has already been done in [9], to which we refer for the details. It suffices to 
note that by means of a Kirchhoff transformation an auxiliary function Q replacing T is 
defined as follows: 

Ii A(trT) -
Q=T; T A(tJ dT, (9) 
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where 

t· 
T.=....!. 

I tr 
(10) 

is a large parameter. Because of this, small variations in T result in large variations in Q. As 
a result, all the interesting phenomena occur in a region where T is close to unity. 
Asymptotics for T; ~ 1 lead to the following equation for Q: 

(11) 

where Z is the stretched radial coordinate 

Z = R(HTJ1I2 . (12) 

For the definition of H we refer to either [8] or [9]. This parameter is related to the current I 
and is therefore unknown. It grows exponentially with T;. It is emphasized that for Z = 0(1) 
the coordinate R is much less than unity. The parameter g is related to the radiation 
efficiency of the arc. It can assume values in the interval 

(13) 

Further, we have 

(14) 

so that in view of (5) 11 is always less than 2. In this paper we shall only consider values of 11 
in the interval 

1<11<2. (15) 

Boundary conditions at Z = 0 are easily obtained from (6) and the requirement that t = tr at 
r=O: 

Q=O, 
dQ 
dZ = 0 at Z = o. (16) 

The condition at the inner tube wall now reads 

II A(t,T) 112 

Q= T; Tw A(t,) dT at Z=(HTJ . (17) 

We shall not concern ourselves here with condition (17). Its role in the determination of H 
is one of the main subjects of ref. [9]. Hence, we refer to that paper for the details. Instead, 
we consider the structure of solutions of the system consisting of equations (11) and (16) for 
gil. We shall show that the solution reveals some singular characteristics in that limit. 
Indeed, if g = 1, the system admits of the solution Q =i O. Numerical solutions for values of g 
close to unity show Q-plots which are not at all as simple as that, or even close to it. These 



www.manaraa.com

High-pressure gas-discharge lamp 43 

numerical calculations [9] also indicate that high-performance lamps operate at values of g 
close to unity. This is why a special analysis of the structure of solutions in this range seems 
warranted. 

Asymptotics for €i1 (or dO) 

Let us write 

(18) 

and consider asymptotics for dO. Equation (11) now reads 

l ~ Z dQ _ -Q _ -1)Q -1)Q 
Z dZ dZ - e e + s e . (19) 

Since Q == 0 is a solution for s = 0, we consider small values of Q first. By introducing 

Q= sP, (20) 

and expanding the exponential functions for small values of the arguments, we find to first 
order in s: 

1 d dP 
Z dZ Z dZ -(1/-1)P=1. (21) 

Since P must satisfy the conditions imposed upon Q by equation (16), we arrive at 

(22) 

where 10 is a modified Bessel function. Since (see Eq. 9.7.1 of [10]) 

(23) 

we conclude that eventually Q is no longer small. For large values of Z we have 

Z - (1/ -1)-1I2{0(s) + c1 + 10g(Q)} , (24) 

where 

C 1 = ! log(21T) + 10g(1/ - 1) (25) 

and 

{1( 1)1I2} 
O( s) = log ~ log ~ . (26) 

Clearly, the function Q becomes of order unity when Z - (1/ -1)-1I20(s) is of order 
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unity. To describe the function Q in this region we introduce the translated coordinate z as 
follows: 

(27) 

where z is 0(1) in the limit dO. Since Q is now assumed to be of order unity, no further 
scaling is necessary. Introducing (27) in (19), assuming that Q and its derivatives with 
respect to z are all of order unity, we obtain the equation 

(28) 

The solution to this equation must match with the previous one in accordance with the rule 
(24) for z~oo, i.e. 

(29) 

On integrating equation (28) once, we obtain 

1 (dZ ) -z _Q 1 _~Q 2 d Q = constant - e + ";j e ., . (30) 

If the solution to this differential equation is to behave in accordance with the matching 
condition (29), the constant must be equal to 1 - 1] -I. Integrating once more, we find 

(31) 

where C2 is a constant of integration. It can easily be shown that the behaviour of (31) for 
Q~O is 

(32) 

where 

(33) 

By comparing (29) and (32), we conclude that the integration constant Cz is given by 

( l)-lIz 
Cz = c1 1] - - c3 • (34) 

On the other hand, the behaviour of equation (31) for Z ~ 1 is given by 

(35) 

where 
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t intermediate asymptote 

\.' 
Q 

o (Q(E)) 

II III 

o (Q(E)) 

0(1) 

o (E) (~-=-=-=-:::;::-=-~-~-=-=====::==----____ ------' 
o (Q(E)) 0(1) z ---J.~ 

Fig. 2. Schematic picture of the three-layer structure of the temperature field. 

(36) 

Apparently, this solution approaches an oblique asymptote with an intercept on the Z-axis at 
Z = c2 + c4 or, using (27), at 

(37) 

and a slope equal to {7J 12( 7J - I)} 112 • 

In Fig. 2 we present a schematic picture of the two regions which emerged from the 
analysis so far. First we have region I in which Q remains O( £). The Z-range, in which this 
part of the solution defined by (22) is valid, extends up to distances from the origin which are 
O(O(e)). This is followed by a region II in which Q and its derivatives rise rapidly to values 
that are of order unity. The width of this region is of order unity. This part of the solution is 
defined by equations (27) and (31). The differential equation which governs the solution in 
region II is given by equation (28). From this equation the term Z-1 dQ/dZ is absent. 
Indeed, with Q and its derivatives being of order unity here, the term Z-1 renders this 
particular term 0(0- 1). We shall see later that this term regains first-order importance in a 
third region in which both Z and Q are allowed to tend to infinity. 

Region III 

The solution we found in region II, the transition region, applies as long as z is much smaller 
than 0(£). Suppose z = 80(£), where 8 is a small but fixed parameter (0 < 8 ~ 1). Letting 
dO, we conclude that the solution in region II is given approximately by the asymptote of 
equation (35). The term Z-1 dQ/dZ is still of the order of 0- 1 and the term exp( - Q) is of 
the order exp( -TO), where T is some constant larger than zero and independent of £. 
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Therefore, as soon as we are well into the tail of the solution in region II, the exponentials 
are negligibly small in comparison with the other terms in the equation. This leads to the 
conclusion that the solution in region III is governed by the differential equation 

(38) 

The solution must approach the asymptote (35) from the other side, i.e. 

Q=O, 
d Q = (2CT] - 1) ) 112 

dZ 7] 
at Z = Zo' (39) 

The solution to this problem is 

(40) 

This expression shows that in the outer region Zo is the natural scaling factor for both Q and 
Z. (See also Fig. 2.) 

Composite solutions 

We can define composite solutions on the basis of the partial solutions that are valid in 
regions I, II and III, respectively. Because of the way in which the solution is given in region 
II, we shall define composite solutions with Q as the independent variable. The common 
(matched) part of the solutions in regions I and II is 

ep(I, II) = (7] _1)- 1/20(c:) + c2 + c3 + (7] -1)-1I2 10g(Q). (41) 

This follows from (27) and (32). Therefore, the composite solution which comprises the 
regions I and II is 

Zcomp(I, II) = (7] _1)-1/2 inv 10(Q(7] -1)/C:) + ZIl - CP(I, II), (42) 

where inv 10 denotes the inverse Bessel function 10 , Further, ZII is defined by (27) and (31). 
This solution applies in the interval 

0~Z~(1+8)Zo, (43) 

where 8 is a small, but fixed, positive constant (0 < 8 ~ 1). 
When Q is of the order of c:, the inv 10 function represents a non-trivial contribution to 

(42). It can easily be shown that Zll is then approximately equal to the common part. On the 
other hand, when Q becomes much larger than c:, the common part cancels approximately 
the first term on the right of (42). The latter result will be used in a later section. 

It is also possible to make a composite solution on the basis of the solutions that are valid 
in the regions II and III. The part these two solutions have in common is defined by (27) and 
(35). Therefore, 
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Fig. 3. Zcomp(I, II) given by dashed curve and Zcomp(lI, III) given by fully drawn curve for E = 0.01 and 1/ = 1.5. 
The dotted line represents the intermediate asymptote. 

Fig. 4. The temperature function Q for four different values of E. (1/ = 1.5) 

(44) 

where ZII is defined by the sum of equations (27) and (31). This composite solution applies in 
the regions II and III. This renders it at once more practical than equation (42). Indeed, 
since the values of Q in region I are only 0(£), the overall picture of the temperature profile 
is well represented by (44). A graph showing the two composite expansions is presented in 
Fig. 3, together with the intermediate asymptote. 

Figure 4 shows temperature profiles for various values of £ and 1/ = 1.5. These profiles 
indicate that the transition layer moves further and further away from the origin, as £ 

becomes smaller and smaller. The changeover from region I to region III seems to become 
more and more rapid. It is also interesting to note that two different profiles have a point in 
common outside the origin. The envelope of the family of curves can easily be calculated 
from Eq. (40), namely by varying the parameter ZOo This envelope is the straight line 
Q = (2(1/ _1)/1/)112 e-1Z. 

Characteristic functions 

In the analysis of reference [9] two functions gl(g,'T/) and g2(g,1/) are of particular 
importance. They are defined by the asymptotic behaviour of Q for Z ~ 00: 

(45) 
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From the analysis of this paper we conclude the following (see equations (40), (37) and 
(18)): 

gl(g, 1/) = (211/)111{0(1- 0 + O(l)} , (46) 

gl(g, 1/) = gl(g, 1/) 10g{(1/ -1)-1110(1- 0 + O(l)} (47) 

for gn. Another useful quantity defined in [9] is the lamp's efficiency: 

(48) 

To be able to calculate this function we must evaluate asymptotically the integral 

(49) 

Since Q is a monotonically increasing function of Z we obtain from integration by parts: 

lev) = ~v L" Zl e- vQ dQ. (50) 

In view of the availability of the two composite solutions (42) and (44), we shall write 

(51 ) 

where 

(52) 

with 0 < {) ~ 1 fixed. It can easily be seen that Qo is well within the asymptotic range defined 
by (35). Therefore, the upper bound of the first integral of (51) can be replaced by 00. The 
very first part of the integration range, where Q is of the order of E, can be disregarded, 
since its contribution to the integral is asymptotically zero, namely O( E), with respect to the 
terms retained. Therefore, the first integral reads approximately 

The second integral of (51) can be shown to be asymptotically smaller than any of the terms 
retained in (53). Equation (48) can now be evaluated for HI, i.e. for dO. After some 
manipulations we find 

(54) 

showing that the radiation-efficiency parameter tends to unity when gn or dO. 
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In [9] we derived 

(55) 

Using the result of Eq. (53), we find for HI 

(56) 

By comparing this with (46), we conclude that the leading-order terms match. This may 
serve as a useful check on the correctness of the present analysis. 

Concluding remarks 

In this paper we have described the asymptotic form of the temperature profile in a 
wall-stabilized high-pressure gas-discharge arc, when the radiation-efficiency parameter 
approaches unity. This case applies when the heat-input term and the radiation-loss term 
become almost equally important. In this limit the temperature remains virtually constant 
(t - tr ) in a central portion of the arc. This is followed by a thin transition region in which 
the temperature profile rapidly bends downwards. Both the heat-input term and the 
radiation-loss term playa first-order role in these two regions. Next to the transition region, 
away from the axis, the temperature profile follows a simple logarithmic rule. In this region, 
which extends all the way to the inner tube wall, neither the energy source nor the loss term 
playa first-order role. For the practical implementation of the results of this paper and for a 
more complete discussion of these, we refer to the companion paper [9]. 

In this communication we have limited ourselves to presenting the leading-order terms of 
the three expansion solutions. Clearly, these suffice for bringing out the structure of the 
temperature profile. It would seem to be possible to derive a few more terms in each of the 
expansions. However, we postpone that to a future paper [11]. To illustrate that, apart from 
bringing forth the structure of the asymptotic temperature profiles, the leading terms of the 
asymptotic expansions are also capable of giving useful numerical results, we present Table 
1. This table gives asymptotic and numerically evaluated values of the radiation-efficiency 

Table 1. Radiation efficiency W for various values of E and for TJ = 1.5 

IOglO(E) Equation (54) Exact (numerical) 

-1 0.575 0.594 
-2 0.785 0.768 
-3 0.853 0.842 
-4 0.888 0.880 
-5 0.9093 0.9036 
-6 0.9237 0.9194 
-7 0.9341 0.9308 
-8 0.9419 0.9393 
-9 0.9481 0.9460 
-10 0.9531 0.9513 
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parameter W. The numerical values were obtained with the software discussed in ref [9]. 
Clearly, even for € = 0.1 or g = 0.9 the asymptotic result is quite useful. It is interesting to 
note that € must become extremely small for W to approach the limiting value of unity. Since 
radiation efficiencies larger than 0.5 are not uncommon for many lamps, the asymptotic 
treatment would seem to be quite useful. 

To conclude, we remark that the problem area studied here shows great similarities with 
certain fields in combustion theory. Expressions such as (3) or (4), with rapidly varying 
exponential terms, are also characteristic of problems dealing with thermal explosions. 
Singular perturbation techniques are frequently needed to describe the solutions of such 
problems adequately. We refer to [12,13] for further details. What seems to distinguish our 
problem from combustion problems is that we have to deal with two competing exponential 
functions, as shown by equation (11). In this paper we studied what happens when this 
competition is at its extreme. 

References 

1. R.l. Zollweg, Convection in vertical high-pressure mercury arcs. J. Appl. Phys. 49 (1978) 1077-1091. 
2. 1.1. Lowke, Calculated properties of vertical arcs stabilized by natural convection. J. Appl. Phys. 50 (1979) 

147-157. 
3. H.K. Kuiken, A boundary-layer model for a plane free-burning high-pressure gas-discharge arc. J. Appl. Phys. 

69 (1991) 2896-2903. 
4. W. Elenbaas, The High Pressure Mercury Vapour Discharge. Amsterdam: North Holland Publishers (1951) 173 

pp. 
5. 1.F. Waymouth, Electric Discharge Lamps. Cambridge: M.I.T. Press (1971) 353 pp. 
6. 1.1. de Groot and 1.A.l.M. van Vliet, The High-Pressure Sodium Lamp. Deventer: Kluwer Technische Boeken 

B.Y. (1986) 328 pp. 
7. H.K. Kuiken, Thermal behaviour of a high-pressure gas-discharge lamp. To appear in: Lecture Notes in 

Mathematics, Mathematical Modelling of Industrial Processes. Heidelberg: Springer (1991). 
8. H.K. Kuiken, An asymptotic treatment of the Elenbaas-Heller equation. Appl. Phys. Letters 58 (1991) 

1833-1835. 
9. H.K. Kuiken, An asymptotic treatment of the Elenbaas-Heller equation for a radiating wall-stabilized 

high-pressure gas-discharge arc. J. Appl. Phys. 70 (1991) 5282-5291. 
10. M. Abramowitz and I.A. Stegun, Handbook of Mathematical Functions. Seventh Edition. Washington: Nat'l 

Bur. Stands. (1968) 1046 pp. 
11. H.K. Kuiken, Higher approximations to the solution of a problem concerning a high-pressure gas-discharge arc. 

To appear in Appl. Math. Letters, 1992. 
12. 1.D. Buckmaster and G.S.S. Ludford, Theory of Laminar Flames. Cambridge: Cambridge University Press 

(1982) 266 pp. 
13. A. Kapila, Asymptotic Treatment of Chemically Reacting Systems. Boston: Pitman (1983) 119 pp. 



www.manaraa.com

Journal of Engineering Mathematics 26: 51-59,1992. 
H.K. Kuiken and S. W. Rienstra (eds), Problems in Applied, Industrial and Engineering Mathematics. 
© 1992 Kluwer Academic Publishers. 51 

The Green function for potential flow in a rectangular channel 

J.N. NEWMAN 
Department of Ocean Engineering, Massachusetts Institute of Technology, Cambridge, MA 02139, USA 

Abstract. The evaluation of the Green function is considered for the three-dimensional Laplace equation, in the 
interior of a rectangular channel subject to homogeneous Neumann conditions on the boundaries. To complement 
the Fourier eigenfunction expansion which is effective in the far-field, a near-field algorithm is developed based on 
the simpler Green function for a channel of infinite width, using images to account for the channel sides. Examples 
are given of numerical applications including the added mass of a sphere in a square channel, and the interaction 
force between a ship and an adjacent canal wall. 

1. Introduction 

Three-dimensional potential flows inside rectangular channels are of interest in various 
applications. These include wall corrections in water- and wind-tunnels, and problems 
associated with ships moving in canals. In the latter case, if the Froude number is sufficiently 
small, wave effects are negligible and the free-surface condition can be replaced by a 
homogeneous Neumann boundary condition. In applications where Dirichlet boundary 
conditions are applicable the corresponding Green functions can be derived by superposition 
of appropriate pairs of the functions considered here, with opposite signs. 

The Green function for a rectangular channel can be constructed simply from the 
free-space singularity 1/ r and a doubly-periodic array of images. This representation is useful 
conceptually, but the very slow convergence of the doubly-infinite series makes it unsuitable 
for routine computations. Alternative representations have been derived by Breit [1]. One, 
reproduced below as equation (7), is an eigenfunction expansion involving trigonometric 
functions of the coordinates transverse to the channel axis, and exponential functions of the 
axial coordinate. This expansion is simple and effective if the axial distance between the 
source and field points is moderate or large compared to the larger of the two transverse 
dimensions of the channel, the width w or height h. To complement this representation Breit 
derives an elegant Taylor series expansion of the images about the source point. Since the 
radius of convergence is limited by the distance to the nearest image, one expects this series 
to be useful computationally in a spherical domain with radius of the order of the smaller 

dimension of the channel. Thus for channels where hand ware substantially different, the 
two complementary expansions given in [1] do not suffice. 

A simpler analysis applies in the limits w / h ~ 00 or w / h ~ 0, which are fundamentally 
identical except for scaling and definition of the coordinates. For definiteness we consider the 
former case, corresponding to the domain between two parallel horizontal planes which are 
unbounded. The Green function can be constructed from a single periodic array of images, 
situated on the vertical axis above and below the source point. The potential is axisymmetric 
about this axis. The eigenfunction expansion involves trigonometric functions of the axial 
coordinate, and modified Hankel functions Ko in the radial coordinate R. This expansion is 
efficient for large or moderate values of R, relative to the height h between the two 
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boundaries. For smaller values of Rlh a Taylor series has been derived by Breit [1], and 
Newman [2] has developed Chebyshev expansions and economized polynomials. The latter 
representation permits computation of the singly-periodic Green function with single­
precision accuracy for R < h with only 21 polynomial coefficients. In the complementary 
domain R > h the eigenfunction expansion requires only six terms for single-precision 
accuracy, and thus the computation of the singly-periodic Green function is effectively 
achieved by these two complementary algorithms. An important feature of this Green 
function is its logarithmic behaviour for R ~ h, a consequence of the fact that at large radial 
distances the array is equivalent asymptotically to a two-dimensional line source. 

In the present work the Green function for an arbitrary rectangular channel is constructed 
by periodic superposition of the simpler infinite-width Green functions, along the transverse 
axis normal to the channel sides. In its original form this representation is slowly convergent, 
due to the logarithmic component noted above, but this can be summed separately with a 
closed-form potential equivalent to an array of two-dimensional sources. The remainder, 
associated with the modified Bessel functions in the eigenfunction expansion, converges 
exponentially. Examples are given of computations based on this approach including the 
added mass of a sphere in a square channel, and the analysis of the bank-interaction force 
for a ship moving in a canal. 

2. Analysis 

A rectangular channel of width wand height h is considered, with unbounded length. 
Without loss of generality it can be assumed that w;:. h. Nondimensional coordinates are 
defined in terms of the height h, which is assumed hereafter to be equal to one. Thus the 
interior of the channel is the three-dimensional space (- 00 < x < 00, 0 < y < w, 0 < z < 1), 
where w;:.1. The desired Green function G(x - g, y, 1'/, z, 0 is the potential of a source, 
situated at the point g, 1'/, ~ inside the channel and subject to homogeneous Neumann 
boundary conditions on these boundaries. The governing equation is 

(1) 

where 11r = [(x - n2 + (y - 1'/)2 + (z - n2rl/2 is the free-space Green function in the 
absence of the channel boundaries. The boundary conditions take the form 

aGlay=O, ony=O,w, (2) 

a G I a z = 0, on z = 0, 1 . (3) 

Any linear function of x with constant coefficients is a homogeneous solution of (1-3), 
corresponding physically to a uniform streaming flow through the channel. To eliminate such 
a component it is appropriate to impose the far-field condition 

G = ulxl + 0(1), for Ixl~oo. (4) 

This states that the flux from the source is equally divided between ±oo, with limiting 
velocities ± U. Since the singularity 11 r corresponds to a source with a flux -41T, the 
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constant U = -21T/W is specified by continuity. (The singularity corresponds more precisely 
to a sink, but the more general term source is retained here with the understanding that its 
strength is negative.) The far-field condition (4) also fixes the value of the arbitrary constant 
in the solution of (1-3). 

A formal solution can be constructed by superposition of four simpler functions, 

G(x - g, y, '11, z, n = Go(x - g, y - '11, z - n + Go(x - g, y + '11, z - n 
+ Go(x - g, y - '11, z + n + Go(x - g, y + '11, z + n , (5) 

where Go(x, y,z) is defined l1Y (1-A) with the source point at the origin (g=O, '11=0, 
~ = 0). The function Go corresponds to a doubly-periodic array of free-space Green 
functions, situated at the points x = 0, y = 2mw, Z = 2n, where the integers m, n take all 
positive and negative values as well as zero. The solution of (1-4) can thus be constructed 
from (5) with a basic potential of the form 

(6) 

Here the extra inverse square-root is a constant, subtracted from each term to secure 
convergence. The additional constant C is required to satisfy (4). (In [1] the unknown 
constant is included in (4), instead of (6). Since we do not use (6) directly in our analysis the 
present convention is more convenient.) 

The series (6) is unsuitable for numerical applications, due to its very slow convergence. A 
more useful computational form can be derived by Fourier techniques, as in [1], with the 
result 

(7) 

where 

Co = 1 , Cm = 2 for m;;:: 1, 

Note that the far-field condition (4) is satisfied without introducing an additional constant. 
This expansion is simple to evaluate and rapidly convergent, provided Ixl;;:: D(w). 

As the basis for effective numerical algorithms in the complementary domain Ixl::::; D(w), 
we consider a single periodic array, equivalent to the contribution with m = 0 in (6) except 
for a constant, and defined by the series expansion 

2 2 -112 ~ {2 ? - II' I} g(R,z)=[R +z] +y-log4+ n~'" [(R +(z+2nn --2T;;j. 
n,.O 

(8) 

Here R = (x2 + l)1/2 is the radial distance from the array axis, and 'Y = 0.577 ... is Euler's 
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constant. Equation (8) defines a periodic function of z, which can be expanded in a Fourier 
series, as in Gradshteyn & Ryzhik [3, §8.526]. The resulting expression is 

co 

g(R, z) = -log R + 2 2: cos(mTz)Ko(mTR) , (9) 
n=l 

where Ko is the modified Hankel function. Since Ko is exponentially small for large values of 
its argument the series in (9) converges rapidly if R ~ 0(1). For large values of R 

g(R, z) = -log R + 0(R- 1I2 e- 1TR ). (10) 

The first term in (9) is a two-dimensional source; the asymptotic approximation (10) is 
equivalent to the statement that the array of three-dimensional point sources appears in its 
far field as a simple line source with the same total flux. 

Returning now to the case of the doubly-periodic array (6), our plan is to construct this 
function by summation of the single array g and its images. Except for the term log R, the 
asymptotic approximation (10) confirms the convergence of such a procedure. We therefore 
consider the modified series 

co 

Go(x, y, z) = G2D (X, y) + 2: [geRm' z) + log Rm] , (11) 
m==-oo 

( 7TRO) ~ (Rm) G2D (X, y) = -log - - L.J log -21-1-w m=-co m w 
m>'O 

. 7T(X + iy) 1 ( TTX 7TY ) = -Re log 2 smh 2w = -"2 log 2 cosh -;; -2cos -;; . (12) 

The function G2D is the potential of a two-dimensional periodic array of sources. Except for 
a constant, the evaluation of the series in (12) can be confirmed by differentiation with 
respect to the complex variable (x + iy). The constant is evaluated by considering the limit of 
(12) for x + iy~O. Finally, from the last expression in (12), it follows for large Ixl that 

(13) 

Since each term in the infinite series of (11) is exponentially small, in accordance with (10), 
it follows that the asymptotic approximation (13) also applies to Go, confirming the far-field 
form of the latter function and the constants in (11) and (12). 

The validity of (11) can be confirmed directly. The function G2D satisfies the boundary 
conditions (2), and each term satisfies (3). The boundary conditions (2) are satisfied by the 
sum in (11) as a result of periodicity and symmetry. Since the logarithmic singularities in the 
first and last terms cancel, the only remaining singUlarity within the channel domain is the 
contribution from the first term on the right-hand-side of (8), in the term m = 0 of (11), 
which is precisely the three-dimensional source singularity 1/ r associated with the Green 
function. Thus all of the prescribed conditions (1-4) are satisfied by (11). 
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3. Numerical procedure 

Three algorithms are effective collectively in the evaluation of the Green function G. The 
simplest, based on (7), is straightforward to implement. A maximum of eight terms in each 
series is sufficient to give 6D accuracy in the domain Ixl /w > 0.6. In the complementary 
domain the series (11) can be utilized, with the single array g evaluated in the manner to be 
described below. 

For arbitrary points within the domain of the channel, the radius Rm to the mth image in 
(11) is greater than or equal to the lower bound 21mlw -1. For large values of Iml the terms 
in (11) are exponentially small, in proportion to the factors exp(-27Tlmlw). Since w ~ 1 the 
series in (11) can be summed numerically with rapid convergence. Eight terms (-3 ~ m ~ 4) 
are required for 6D accuracy. With the exception of the term m = 0, Rm ~ w ~ 1, and the 
summands in (11) can be evaluated effectively from (9). 

A complementary algorithm can be employed to evaluate the term m = 0 if Ro < 1, based 
on the two-dimensional Chebyshev expansions and economized polynomials presented in [2], 
with the result 

g(R, z) = [R2 + z2r l/2 + [R2 + (z + 2)2r1l2 + [R2 + (z - 2)2r1/2 + L amnR2mZ2n. (14) 
m.f1 

Using the coefficients in Table 1, this economized polynomial approximation is accurate in 
(0 ~ R ~ 1, 0 ~ z ~ 1), to about 8 decimals. (Except for the constant aoo , the entries in Table 
1 are identical to Table 2 of [2].) 

When Ro < 1 it is advisable to cancel the term log Ro in the series (11) with the 
corresponding singular term of (12). Note that G2D + log Ro is a regular function of (x, y) in 
o ~ y ~ w, but care is required to evaluate this sum robustly when both x and y tend to zero. 

When one or more of the square-root singularities in (14) is large, it is advisable to 
subtract these terms from G and evaluate their contributions in the usual manner of treating 
the free-space Green function in a boundary integral equation. 

4. Applications 

The Green function described in the preceding sections has been combined with a three­
dimensional panel code based on Green's theorem. This code, a derivative of the free­
surface radiation / diffraction program WAMIT, assumes flat quadrilateral panels and con­
stant values of the unknown potential, or source strength, on each panel. An iterative solver 
is used for the linear system to permit relatively large numbers of panels, and corresponding 

Table 1. Coefficients amn in the economized polynomial approximation (14) 

n m=O m= 1 m=2 m=3 m=4 

0 -1.80907870 -0.02525711 0.00086546 -0.00004063 0.00000193 
1 0.05051418 -0.00692380 0.00073292 -0.00006636 0.00000398 
2 0.00230838 -0.00097875 0.00020597 -0.00003333 0.00000524 
3 0.00012934 -0.00010879 0.00003965 -0.00000891 
4 0.00000913 -0.00001270 0.00000466 
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unknowns, on the body surface. Two simple applications are described here to illustrate the 
utility of the channel Green function. More complicated applications are described in [4], 
involving the interactions between two ships where one is moving past the other in a canal. 

In the first application we consider the added mass of a sphere, of diameter D, centered in 
a square channel of width wand height h = w. The added-mass coefficients are defined by 
the integrals 

(15) 

Here p is the fluid density, ~j is the velocity potential for motion of the body in the direction 
j with unit velocity, and ni is the component of the unit normal vector in the direction i. 
(Rotational modes and moments can be considered by straightforward extensions of these 
definitions.) The integral in (15) is over the body surface. Due to the spherical geometry of 
the body, with its center on the axis of the channel, all' a22 and a33 are the only non-zero 
elements of the matrix aij' Since the channel is square, an = a33 • In an unbounded fluid, 
corresponding to the limit Dlw = 0, these coefficients are equal to one-half of the displaced 
fluid volume. In the presence of the channel walls a 11 and a22 = a33 have different values 
which depend on D I w. 

To test for convergence three discretizations of the sphere are used, with a total of 
N = 128, 512, 2048 panels. (In the computations one plane of symmetry is imposed, reducing 
the total number of unknowns to half of these numbers. Two or three planes of symmetry 
could be utilized with additional programming effort.) Computations have been performed 
with Dlw = 0(.05)1.0 for each of the three discretizations. In the limit Dlw = 0 only the 1/r 
free-space Green function is considered. The complementary limit Dlw = 1 is non-physical, 
corresponding to the case where the sphere is tangent to the channel boundaries. 

The results are listed in abbreviated form in Table 2, which also includes extrapolated 
values for N = 00 based on Richardson extrapolation. The effectiveness of this extrapolation 
is confirmed by noting that in all cases, including the singular limit Dlw = 1, the results of 
the first and second extrapolants agree to three or more significant figures. The extrapolated 

Table 2. Added-mass coefficients all (upper table) and a'2 (lower table) for a sphere of diameter D, centered in a 
square channel of width w 

Dlw N= 128 N=512 N= 2048 N=oo N=oo 

0.0 0.47968 0.49492 0.49874 0.50001 0.50001 
0.2 0.48583 0.50157 0.50554 0.50686 0.50687 
0.4 0.53041 0.54973 0.55466 0.56630 0.55631 
0.6 0.66681 0.69802 0.70604 0.70871 0.70873 
0.8 1.02544 1.09381 1.11177 1.11775 1.11783 
1.0 2.34813 2.65608 2.74970 2.78091 2.78239 

0.0 0.49018 0.49775 0.49947 0.50004 0.50002 
0.2 0.49431 0.50218 0.50401 0.50462 0.50461 
0.4 0.52403 0.53403 0.53637 0.53714 0.53713 
0.6 0.61135 0.62785 0.63193 0.63330 0.63329 
0.8 0.81811 0.85229 0.86100 0.86391 0.86392 
1.0 1.39278 1.52964 1.57288 1.58730 1.58810 

N denotes the total number of panels used to represent the sphere. The last two columns are based on Richardson 
extrapolation of the entries in the preceding two and three columns, respectively. All coefficients are normalized by 
the displaced mass of fluid, 7rpD 3/6. 
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Fig. 1. Added mass of a sphere, of diameter D, in a square channel of width w, normalized by the mass of fluid 
displaced by the sphere. The solid curve represents the longitudinal added mass, for accelaration along the channel 
axis, and the dashed curve is for transverse acceleration, normal to one of the channel sides. 

values are plotted in Fig. 1, as ratios of the added-mass coefficients in an unbounded fluid. 
The effect of the channel is to increase the added mass, particularly the longitudinal 
coefficient all' but the increase is small for Dlw ~ 0.5. 

As a more practical example, a ship hull is considered to move with constant velocity 
along rectangular canal and the same panel program is used to calculate the 'bank suction 
force' which acts in the transverse direction, forcing the ship toward the nearest side of the 
canal. The free surface is considered to be rigid and represented by a simple image, as is 

0.003 

0.002 

0.001 

0.000 L...-.=::.:::i_..L.---,---l_-'---'---'~-'--L.--''---'--'---'--'--' 
0.0 0.2 0.5 0.8 

y 

Fig. 2. Transverse 'bank-suction' force on a ship in steady translation along a rectangular canal, as a function of its 
transverse position y away from the canal centerline. The force is normalized by 1PU 2L 2 where P is the fluid 
density, U is the ship's velocity and L its length. The transverse position y is normalized by the half-width of the 
canal. 
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appropriate when the Froude number is small. The ship considered is a 'Mariner' hull form, 
represented by a total of 400 panels. We take the ship length to be one, giving a normalized 
draft of 0.057 and a half-beam of 0.073. The canal is assumed to have a unit width and a 
depth of 0.068. Figure 2 shows the resulting computed values of the transverse force 
coefficient, as a function of lateral position in the canal. The force vanishes when the ship is 
on the centerline, from symmetry, and increases rapidly as the ship moves toward one side of 
the canal. 

5. Discussion 

The Green function for Laplace's equation in the domain interior to a rectangular channel, 
of infinite length and constant width and height, can be represented directly in terms of the 
doubly-periodic array of free-space Green functions llr, as in (6). In the limiting case where 
the width (or alternatively the height) is infinite, the problem reduces to that of a single 
source between two parallel infinite planes, or equivalently to the singly-periodic array (8). 
In their direct representations (6) and (8), neither the doubly-periodic or singly-periodic 
arrays are sufficiently convergent to permit effective numerical evaluation. 

The principal result of the present analysis is the representation (11) for the potential of 
the doubly-periodic array, in terms of a sum of the simpler singly-periodic array and its 
images. The practical value of this construction results from the analytic simplicity of the 
singly-periodic array. Most significantly, the logarithmic behavior of the singly-periodic array 
can be analysed separately and summed over the image system in closed form, corresponding 
in effect to a two-dimensional far-field solution in planes normal to the array axis. After 
subtracting this two-dimensional part, the remaining components of the image system are 
exponentially convergent, and can be summed directly. Another advantage of the construc­
tion in terms of the singly-periodic array is the fact that it is amenable to efficient 
computation, using complementary algorithms such as the eigenfunction expansion (9) and 
economized polynomial approximation (14). 

This procedure has been tested extensively in applications to problems of ship hydro­
dynamics in rectangular canals, using discretized boundary integral equations to solve for the 
velocity potential. The computational domain can be reduced to the submerged surface of 
the shipes) if a Green function is used which satisfies the appropriate boundary conditions on 
the canal walls and bottom (and on the free surface, which is simplified in this context to a 
rigid fiat boundary). This is in fact the motivation for the present work. In a typical 
application involving the interactions between two ships, each discretized with 400 panels, a 
linear system of dimension 800 must be set up and solved. The set-up requires the evaluation 
of the Green function and its gradient, for each of the (800)2 combinations of the source and 
field point, corresponding to each element of the coefficient matrix in the linear system. 
These computations must be repeated for a sequence of different relative positions of the 
two ships, to fully describe their interactions as a function of time if one ship is passing the 
other. The total number of Green function evaluations is in excess of 107 in this case, and 
efficiency is clearly important. Further details of this application are presented in a separate 
paper [4]. 

In applications where Dirichlet boundary conditions are applicable the corresponding 
Green functions can be derived by superposition of appropriate pairs of the functions 
considered here, with opposite signs. Alternatively, the singly-periodic array with one 



www.manaraa.com

The Green function 59 

Neumann and one Dirichlet boundary condition can be evaluated from the corresponding 
results in [2]. (In this context a correction is required in equation (7) of [2], replacing the 
plus sign before the last term by ±.) 
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A note on the Kutta condition in Glauert's solution of the thin 
aerofoil problem 
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5600 MB Eindhoven, The Netherlands 

Abstract. Glauert's classical solution of the thin aerofoil problem (a coordinate transformation, and splitting the 
solution into a sum of a singular part and an assumed regular part written as a Fourier sine series) is usually 
presented in textbooks on aerodynamics without a great deal of attention being paid to the role of the Kutta 
condition. Sometimes the solution is merely stated, apparently satisfying the Kutta condition automatically. Quite 
often, however, it is misleadingly suggested that it is by the choice of a sine series that the Kutta condition is 
satisfied. 

It is shown here that if Glauert's approach is interpreted in the context of generalised functions, (1) the whole 
solution, i.e. both the singular part and any non-Kutta condition solution, can be written as a sine-series, and (2) it 
is really the coordinate transformation which compels the Kutta condition to be satisfied, as it enhances the edge 
singularities from integrable to non-integrable, and so sifts out solutions not normally representable by a Fourier 
series. 

Furthermore, the present method provides a very direct way to construct other, more singular solutions. 
A practical consequence is that (at least, in principle) in numerical solutions based on Glauerfs method, more is 

needed for the Kutta condition than a sine series expansion. 

Introduction 

Incompressible inviscid stationary two-dimensional aerodynamics is a well-established dis­
cipline of fluid mechanics ([1, ... ,19]). The basic problem of a solid body in a uniformly 
moving medium is described mathematically by the much studied Laplace's equation 
together with suitable boundary conditions. A great variety of solutions and methods of 
solution are known, among which the most important are those based on the construction of 
an equivalent flow pattern via a distribution of elementary sources such as monopoles, 
dipoles, and vortices. 

A classic example is the thin aerofoil where the perturbation to an otherwise uniform 
mean flow is described by a vortex sheet (of strength to be determined) positioned along the 
aerofoil camberline (thickness is ignored). Via the law of Biot and Savart the induced 
velocity field is determined. The condition of a vanishing normal velocity component at the 
aerofoil surface, together with a linearisation (the planar wing approximation) using a small 
mean camber and small angle of attack yields an integral equation for the vorticity 
distribution, known as the aerofoil equation. 

The physically acceptable solutions to this equation have at most a square root singularity 
at the edges. As the effect of viscosity is excluded from the model the solution will not be 
unique without an additional condition. This condition is usually taken to be the level of 
singularity at the trailing edge. The most common assumption then is the flow being smooth 
near the trailing edge (Kutta condition), which amounts to a vanishing vorticity distribution. 

The aerofoil equation is studied thoroughly (Tricomi [20]) and analytical solutions are 
known. A well-known elegant analytical solution, cited in many textbooks on aerodynamics, 
is Glauert's Fourier sine series expansion in a transformed variable (Glauert [1]). The steps 
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taken in this approach are clearly inspired by physical intuition, and motivated by the fact 
that they lead in an ingenious way to a construction of the solution. 

Considering the method in more detail, however, it appears that the Kutta condition is 
nowhere explicitly applied, so this condition must somehow be inherent in one of the steps 
taken. Although not stated by Glauert himself, many authors suggest in their presentation of 
the method that the Kutta condition is applied via the choice of the sine series 
([10, ... ,19]). At the origin (- the trailing edge) the sine series vanishes irrespective of the 
coefficients, so the Kutta condition is "satisfied". This is, however, only true pointwise. The 
series tends continuously to zero at the origin only if it converges uniformly. This is a 
property which, in general, can only be verified after having obtained the solution. 

The real reason that Glauert's series solution indeed satisfies the Kutta condition is that 
the other singular solutions have no expansion of the proposed type: the coordinate 
transformation changes the square root singularity into a non-integrable singularity. This 
suggests at the same time that solutions represented by divergent series in the context of 
generalised functions, will include these other solutions. 

In the present note we will try to show how (i) Glauert's method in the context of 
generalised functions solves the aerofoil equation very directly and completely, and that (ii) 
Glauert's original solution satisfies the Kutta condition because of the (tacit) assumption of 
allowing only normally converging series expansions. A direct practical consequence is that, 
at least in principle, great care is necessary when applying numerical methods based on 
Glauert's series expansion in related but more complex lifting surface problems. It is not 
sufficient for the Kutta condition merely to pick a series which converges only pointwise to 
zero at the trailing edge, ([21, ... ,29]). 

The Kutta condition in Glauert's method 

Glauert's approach consists of the following steps (Batchelor's notation [2]): (i) a new 
variable 8 is introduced according to x = !c(l - cos 8), (ii) an anticipated singular part, 
tan( !8), of the vorticity distribution r is taken apart (the solution of the flat plate problem), 
(iii) the rest is expanded into a Fourier sine series: 

r = AoW tan{!8) + W L An sin(n8) , (1) 
n=l 

which is (iv), after integration, equated term by term to the respective series expansion of 
the aerofoil shape function. For smooth shape functions the Kutta condition is automatically 
satisfied, and the eigensolution, related to the generated circulation, does not appear. 

It appears to be widely believed that step (i) and (ii) are just for convenience, while step 
(iii) is employed to satisfy the Kutta condition r = 0 at () = 0, by the argument that "the sum 
is zero because every term is zero". Now this may be true pointwise, but for the Kutta 
condition this is meaningless if r is not continuous at and near () = O. A representation of a 
function by a Fourier series is not necessarily pointwise, and we cannot prescribe the 
behaviour of r near 8 = 0 by its value at 8 = o. This is obviously illustrated by the example 

i sin(n8) 
n=l Vn ' 

(2) 
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which is zero at () = 0 but behaves like -() -liZ for () ~ O. A Fourier series is continuous only 
if it converges uniformly. Therefore, the choice of a sine series is immaterial for a Kutta 
condition. 

The real reason why the Kutta conditions is, indeed, satisfied, is step (i). This step 
transforms an integrable singularity (of order X-liZ) into a non-integrable singularity (of 
order () -[). Thus the (tacit) assumption that the resulting Fourier series should converge 
only in ordinary sense excludes the divergent series representations of () - \ which would 
otherwise have appeared. (Indeed, under this assumption it is necessary to separate the 
leading edge singularity by means of the tan( 4())-term.) 

If a purely analytical solution is possible it will be produced by the above procedure. 
However, if this procedure is part of a numerical approach, complications may arise. 
Suppose we have a complicated lifting surface problem which has to be solved numerically, 
and we apply the above transformation, isolate the tan( ~()) term, and expand the rest into a 
sine series, together with (for example) a collocation procedure. In this case the series 
expansion is necessarily finite, and, without further precautions, there is no reason why a 
divergent part would not be generated, for example, the eigensolution, or, more generally, 
any more singular non-physical solutions. So the solution is still not unique, and may become 
dependent on details of the numerical scheme. See for example [30]. 

It may be noted that there is an analogy with the expansion in duct modes of acoustic or 
electromagnetic waves in wave guides. Suppose we try to solve the bifurcated waveguide 
problem by means of the technique of mode matching ([31], p. 30). Continuity conditions for 
the field at the interfaces lead to an infinite set of simultaneous equations for the unknown 
modal amplitudes. For a physically acceptable solution, the field must remain integrable near 
the edges. This edge condition is reflected in the convergence rate of the modal amplitudes 
([31], p. 34). If the infinite set of equations is truncated, it appears that any of the 
mathematically possible solutions may be selected. Depending on the way of truncation the 
solutions converge to different sets of amplitudes with different asymptotic behaviour, 
corresponding to different edge behaviour. The correct way of truncation is determined by 
the required edge behaviour. 

In the next chapter we adapt the techniques of Glauert's transformation and series 
expansion to the setting of generalised functions. From this we derive the general solution of 
the aerofoil equation and show that both the term tan( ~()) and the eigensolution appear 
naturally. Furthermore, the same method will produce every other more singular (and hence 
non-physical) solution to the original problem without any difficulty. 

Analysis 

Consider a thin cambered aerofoil (Fig. 1), described by its camberline y = 1/(x) , 0 ~ x ~ c. 
This aerofoil perturbs a uniform stream W = ( - W cos ex, W sin ex) by an amount v. Assume 
the angle of incidence ex, the aerofoil shape 1/ and its derivative d1/ / dx are small enough for 
linearisation. Then the aerofoil can be represented by a vortex sheet along 0 ~ x ~ c of 
strength f(x). This gives 

(3) 
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y 

x 

c 

Fig. 1. Camberline 1J(x) of thin aerofoil in stream W. 

The boundary condition of the normal component of velocity W + v vanishing at the aerofoil 
surface yields, after linearisation, the aerofoil equation 

_l_f C f( 0 dg=_a_ dll(x) O<x<c 
21TW ox-g dx ' , 

(4) 

where f is to be interpreted as a Cauchy principal value. The unknown function here is f. 
This is to be determined under the additional conditions that it is integrable near g = 0 and 
g = c (finite energy) and furthermore that it vanishes at g = 0 (Kutta condition). 

The transformation 

x = ! c( 1 - cos 0) , g = !c(l- cos cp) (5) 

yields 

1 f'IT y(cp) sin cp 
-2 () dcp = v«() , 0 < () < 1T , 1T 0 cos - cos cp 

(6) 

where yeO) = f(x)/W and v(O) = a + dll/dx. If f acts like X- 1/2 near the edges this is 
transformed into () -1 behaviour of y, but of course in the integration this is compensated by 
the factor sin cpo 

Up to this point we have closely followed Glauert [1]. We now deviate slightly from the 
way the method is usually presented. We introduce Fourier sine and cosine series for y and 
v, but now without taking apart any foreseen singularities. 

Continue y antisymmetrically and v symmetrically on (-1T, 1T), and extend both 21T­
periodically. Assume the Fourier expansions of y and v are 

00 

yeO) = 2: Yn sin(nO) , (7) 
n=l 

00 

v«() = 2: Vn cos(n() . (8) 
n=O 
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Of course, this continuation is only for convenience. It is possible to write any solution for 
which a Fourier series can be defined in this way. The sine series is certainly not chosen in 
order that the Kutta condition be fulfilled. 

Substitution of (7) and (8) into (6), assuming that integration and summation may be 
exchanged (which is consistent with the assumption of the existence of a Fourier series of 'Y), 
and then using (one of) the famous Glauert integrals ([ 1 ]) 

f7T sin(mp) sin q; d ( ) 
q; = - 1T cos nO , 

o cos q; - cos 0 

yields 

f7T cos(nq;) d = 1T sin(nO) 
o cos q; - cos 0 q; sin 0 

! L 'Yn cos(nO) = L vn cos(nO), 0 < 0 < 1T • 
n~O 

(9) 

(10) 

Since in general Vo ~ 0, equation (10) cannot be solved by any sequence ('Yn) in the ordinary 
sense. So it would seem that 'Y cannot be expanded into a Fourier series. As we will see, this 
is due to the non-integrable behaviour _0- 1 and -(1T - Or l near the edges. So the 
transformation (5) together with the assumption of a Fourier series acts like a sieve allowing 
no solutions at all. The usual way to remedy this is to take the singularities apart (the 
tan(!O) in eq. (1», however this is not necessary. A more direct way is to identify solutions 
with generalised functions ([32,33]), thus allowing a much wider class of Fourier series 
expansions. 

The question now is how to make use of this greater freedom. We are free to add or 
subtract generalised functions provided we still satisfy equation (10). We then examine their 
effect on the Fourier series. Adding zero does not change anything since even in generalised 
sense the Fourier coefficients of the zero function are zero ([33], p. 58). However, since 
equation (10) need only be satisfied on the open intervals 0 < 0 mod 1T < 1T (i.e. excluding 
the end points), we may add generalised functions whose support is concentrated at the 
integer multiples of 1T without affecting the general solution. Now, it is a standard theorem in 
generalised functions (Jones [32], p. 89) that a generalised function has support concentrated 
at the origin only if it is a finite linear combination of derivatives of delta functions. More 
explicitly, if 

f(x)=O forx>Oandx<O 

then 

N 

f(x) = L an8(n)(x) for any an and finite N. (11) 
n~O 

This means that we can add multiples of the 21T-periodic 8-functions of 0 and 0 - 1T, and 
its derivatives, to the right-hand side of (10). Their generalised Fourier expansions ([32], p. 
153) are given by 

(12) 
m=-'Xl n=-'Xl 
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(similarly for 0 =: 0 - 7T). For the moment, however, we will restrict ourselves to the 
a-function itself, since the derivatives lead to solutions too singular at the edges. So to 
equation (10) we add 

27T L a(O - 27Tm) = 1 + 2 L cos(nO) 
m=-:;o 

A times, and 

ex 

27T L a(O - 7T - 27Tm) = 1 + 2 L (-If cos(nO) 
m= -00 

B times to obtain 

1 L 'Yncos(nO)=vo+A+B+ L (vn+2A+2(-lfB)cos(nO). 

This equation has solution 

B = -Vo - A, 
(13) 

'Yn = 2vn - 4(-lfvo + 4(1- (-If)A. 

Using the generalised identities ([32], p. 155) 

L sin(nO) = 1 cotan(10) , 
n~l 

L (-lfsin(nO)=-1tanOO), 
n~l 

we obtain the usual form 

'Y(O) = 2vo tan( !O) + 2 L vn sin(nO) + 4Alsin 0 . (14) 
n~l 

This is in physical coordinates 

vX1C <~ ~ f(x)IW= 2vo V +4vxlcVl-xlc L... vnUn_1(1-2xlc) 
l-xlc n~l 

1 
+2A <~V ' v xlcl - xlc 

(15) 

where Un denotes the Chebyshev polynomial of second kind and degree n, satisfying 
sin(nO) = sin OUn_ 1(cos 0) ([34]). 

The factor of A in (15) is indeed the eigenfunction of the problem without Kutta condition 
(see [20]). For 7J (and so: v) smooth enough the Kutta condition is satisfied by taking A = O. 
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Further generalisations 

Motivated by the physics of the problem we have restricted ourselves until now to integrable 
singular behaviour of r. It is clear that once we have admitted generalised function solutions 
there is, other than physically, no restriction to the singular behaviour. We then have, in 
fact, an infinite number of eigensolutions. Although these eigensolutions may be of little 
importance practically, it is possible that they could play an unfavourable rOle in numerical 
solutions. We therefore include them here for the sake of completeness. 

It is sufficient to consider equation (10) with zero right-hand side. With equation (12) we 
then have in general 

x K 

L Yncos(nO)=Ao+Co+2 L L (-1)kn2k[(Ak+(-lfCk)cos(nO) 
n=\ k=O n=\ 

which has solutions 

K 

Yn = 2 L (-1)kn2k(A k + (-lfCk) (16) 
k=O 

if 

Clearly, the solution consists of linear combinations of even derivatives of tanOO) and 
cotanOO). To see this, consider for k ~ 0 

( )k 2k 
Yn = 2 -1 n , 

then 

d2k x d2k 
yeO) = 2 --u L sin(nO) = --u cotan( !O). 

dO n=\ dO 
(17) 

Similarly, if 

then 

d2k '" d2k 
yeO) = -2 -----zk L (-If sin(nO) = -----zk tanOO). 

dO n=\ dO 
(18) 

Conclusions 

The classical series solution of the thin aerofoil problem developed by Glauert is cited 
throughout the literature. However, the role of the Kutta condition, together with the matter 
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of uniqueness of the solution, sometimes seems to have escaped attention. It is either not 
mentioned (since, in general, the Kutta condition is satisfied), or it is claimed to be satisfied 
by the pointwise behaviour of the chosen sine-series (which is not correct). This incorrect 
interpretation has not only relevance to the original incompressible 2 - D problem, but also 
to the application in more complex flow problems, to the finite wing problem where a very 
similar technique is used, and to numerical methods based on this type of series. 

In the present note we have tried to rectify the incorrect interpretation that the choice of a 
Fourier-sine series is sufficient for the Kutta condition, and we have shown that in general 
the Kutta condition is only indirectly satisfied by excluding divergent series. By posing the 
problem in the context of generalised functions it is possible to handle divergent series, and 
the general, non-unique, solution can be found directly without further assumptions. 
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Free convection from a vertical cooling fibre 

N. RILEY 
School of Mathematics, University of East Anglia, Norwich, NR4 7TJ, UK 

Abstract. We study the free-convective boundary-layer flow that is induced when a slender circular cylinder emerges 
from an orifice and moves vertically downwards. We demonstrate, by numerical solution of the equations, that the 
boundary-layer solution develops a singularity at a finite point, where the limiting form of solution is as predicted by 
Kuiken [3] for an analogous two-dimensional flow. 

1. Introduction 

There are many industrial processes which involve the cooling of cylinders, fibres or sheets of 
material. An example is provided by the manufacture of glass fibre. The fibre issues from an 
orifice at the bottom of a crucible containing liquid glass. The fibre cools as it moves 
downwards, before being rolled onto a drum. It is the free-convective flow associated with 
such a process that we are concerned with in this paper. 

Kuiken [1,2,3] has been much concerned with cooling in such extrusion processes. In 
[1,2] he considered the cooling of thin sheets and slender cylinders in the absence of 
free-convective effects. However, in a study [3] of the cooling of a hot thin sheet moving 
vertically downwards he included free convection due to gravity and discovered a most 
interesting singular solution, of self-similar form, of the governing equations. This solution of 
the boundary-layer equations has the property that it decays algebraically, rather than 
exponentially, far from the sheet. On that account, and bearing in mind the work of 
Goldstein [4], and Brown and Stewartson [5] on boundary layers with algebraic decay, the 
role of Kuiken's solution might be thought to be that of a limit solution as the singular point 
is approached. However Khan and Stewartson [6], from consideration of a full numerical 
solution of the governing parabolic partial differential equations, show that for this problem 
the similarity solution gives a remarkably accurate estimate of flow properties at the sheet 
over a much greater extent of it than might have been presupposed. 

In the present paper we study the free-convective boundary layer on a heated, downward 
moving circular cylinder which is sufficiently slender to model a fibre. Although there is no 
analogue of Kuiken's self-similar solution [3] for this problem, we demonstrate that it is the 
leading term in a series solution that may be developed about a singular point. A full 
numerical solution of the governing boundary-layer equations identifies the point at which 
the solution breaks down, and at the same time confirms Kuiken's result as the limiting form 
of the solution at that point. 

2. Problem formulation 

We consider the axisymmetric, laminar, free-convective flow about a thin, hot vertical 
cylinder or fibre of circular cross-section and diameter 2a. The cylinder moves with speed Us 
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in the direction of the gravity vector g, emerging from an orifice with excess temperature Te 
over the ambient temperature Too, and disappearing into another orifice with an excess 
temperature TI < Te which is unknown a priori. The exposed length of the cylinder is L. 
With reference to Fig. 1 we choose cylindrical polar co-ordinates (x', r'), with origin at the 
lower orifice, and corresponding velocity components (u ', v'). We write the excess tempera­
ture as T' + Too. If we assume that the thickness of the moving region of fluid adjacent to the 
cylinder is small compared to L, then the boundary-layer equations expressing conservation 
of mass, momentum and energy, for the problem we have defined, are 

au' av ' v' -+-+--=0 ax' ay' a + y' , (2.1) 

(2.2) 

(2.3) 

where y' = r' - a, J) is the kinematic viscosity of the fluid and f3 its coefficient of thermal 
expansion; a is the Prandtl number. We suppose that the temperature of the moving 
cylinder, or fibre, is constant across its cross-section with excess value Ts(x ' }. The boundary 

......... ~ 

Te 

j 
u. 

T. 
T. 00 

~ 2a ~ 
L 

x' 
-----.. y' 

TI 
r' 

Fig. 1. Definition sketch. 
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conditions for our equations (2.1) to (2.3) are, then, 

u'=-us , v' =0, y' =0, 

u', T'~O as y'~oo, x' ~O, (2.4) 

u', T' = 0; x' = 0 , y'>O. 

Since the cylinder temperature Ts(x') is not known a priori an additional condition is 
required. This is determined from a consideration of the heat balance in the cylinder itself. 
Between two fixed stations the net flux of heat carried into the section, by the cylinder's own 
motion, is balanced by a transport of heat across the curved surface of the cylinder by 
conduction. This may be expressed mathematically as 

aT' aT' -, + A -, = 0 at y' = 0 , 
ax ay 

(2.5) 

with A = 2pcv/aapscsus ' where p is the density, c the specific heat and a suffix s refers to the 
solid material. In (2.5) aT'lay'l y ' =0 is calculated from the solution of (2.3). 

We now introduce dimensionless variables by writing x' = lx, y' = ay, u' = V'u, v' = 
EV'V, T' = Tl T. Here 1= O(L) is an axial length scale, 10 = a/ l «i 1, and for the velocity 
scale we choose V' = (g[3Tl/)1/2 for this free-convection dominated problem. The equations 
(2.1) to (2.3) and the condition (2.5) may then be written in non-dimensional form, 
respectively, as 

au + av + _v_ = 0 
ax ay 1 + Y , 

uau+vau= 1 (a 2U+_1_au)+T 
ax ay 10 Grill al 1 + Y ay , 

au aT 1 (a 2T 1 aT) 
u ax + v ay = 10 Gr l/2a al + 1 + Y ay , 

aT + ~ aT = 0 
ax 10 ay , 

where Gr = g[3 T 1la 21 ,? is a Grashof number, with Gr ~ 1 for consistency with our framework 
of boundary-layer theory. Unlike the two-dimensional situation considered by Khan and 
Stewartson [6], and the two-dimensional equations may be derived from (2.1) to (2.3) by 
formally allowing a ~ 00, our non-dimensional equations do not appear to be reducible to a 
suitable canonical form. For the purposes of the present paper, as outlined in Section 1, we 
proceed as follows. We make the approximation of unit Prandtl number, which is acceptable 
for air. Also, since in our formulation 10 «i 1 and Gr ~ 1 we take 10 Gr ll2 = 1. Further since 
A «i 1, and indeed is required to be so if our boundary-layer theory is to apply as we see from 
(2.5), we also take A Ie = 1. The values we have taken are representative of a practical 
situation, and the results we obtain below will only be modified in detail if other values for 
these parameters are chosen. We make one further simplification which is that Us «i V'; that 
is we assume the fibre's downward velocity to be small compared with the induced 
free-convective velocity in the surrounding medium. This assumption will be justified in 
practice except close to the origin x = O. 
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With the above assumptions the problem we address is as follows: 

au + au + _u_ = 0 
ax ay 1 + Y , 

au au iu 1 au 
u-+u-=-+---+T 

ax ay al 1 + Y ay 

aT aT a2T 1 aT 
u-+u-=-+----

ax ay al 1 + Y ay , 

together with 

aT aT - + - = 0 at y = 0 x > 0 , ax ay , u=u=O, 

u ~ 0, T ~ 0 as y ~ 00 for x > 0 , 

u = 0, T = 1 at x = 0 , y = 0 , 

u = T = 0 at x = 0 , y > 0 . 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

We remark finally that, following the solution of (2.6) to (2.9), the temperature T1 of 
the fibre at x = 0 is determined in terms of the exit temperature Te at x e = Lll as T 1 = 
T)T(xe' 0). 

3. Numerical results 

For the analogous problem of the cooling of a vertical two-dimensional thin film Kuiken [3] 
has obtained a remarkable similarity solution of the equations analogous to (2.6) to (2.9). 
The solution is remarkable in that it is singular at a finite point x = Xo > 0 on the film. As that 
point is approached the temperature and vertical velocity increase without bound, with the 
thickness of the boundary layer diminishing to zero. For the problem posed by equations 
(2.6) to (2.9) there appears to be no similarity solution. However, the solution of Kuiken 
can be used as the leading term in the development of a singular solution close to the point 
x = XO' Thus, we write 

(3.1) 

oc 

T = (xo ~ X)3 n~o (xo - xrOn( YJ) , 

where 

(3.2) 
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and IL is a constant to be determined. The leading terms of (3.1) provide the Kuiken 
similarity solution, with fo, 00 satisfying 

f ", _f'2 + (1 =0 
000 , 0;; - 3af~00 = 0, (3.3) 

where a prime denotes differentiation with respect to 1/. Kuiken solved these equations 
numerically subject to the conditions fo(O) = f~(O) = 0, 00(0) = 1, 00(00) = f~(oo) = 0 and 
obtained, in particular, for a = 1 the results 

f~(O) = 0.69321 , o ~(O) = -0.76986 , fo(oo) = 2.43998. (3.4) 

The constant IL in (3.1), (3.2) is then obtained from the heat flow condition in (2.9) as 

(3.5) 

A feature of the solution of (3.3), noted by Kuiken is that the decay of f~, 00 to zero as 
1/ ~ 00 is algebraic rather than exponential. Such behaviour of solutions of the boundary­
layer equations had been observed by Goldstein [4] who cast doubt upon their value, since 
solutions which exhibit such behaviour over a finite length cannot be satisfactorily matched 
to an inviscid potential flow. However Brown and Stewartson [5] subsequently showed that 
algebraic decay is usually only encountered at one streamwise point, and is associated with 
non-commutative limits. As a consequence Kuiken conjectured that his solution should 
perhaps be interpreted as a limit solution of the boundary-layer equations as x~ Xo' This 
conjecture provided the starting point for the investigation by Khan and Stewartson [6]. 
They not only verified Kuiken's conjecture, with Xo = 6.01252, but in addition showed that 
the similarity solution predicts conditions close to the boundary very accurately for x "" 2. 
Less good is a comparison with the displacement thickness which represents the overall 
structure of the boundary layer and its previous history. We may conclude that the similarity 
solution is indeed a limit solution in the inner part of the boundary layer, as originally 
conceived by Kuiken, but that it has a wider range of validity than might have been 
supposed, since the situation in the inner part of the layer tends to be dominated by local 
conditions. 

For the axisymmetric problem under consideration there is no comparable similarity 
solution but, as we have already indicated in (3.1), (3.2), the Kuiken solution appears to 
dominate the flow as a singular point Xo is approached. The principal aim of the present 
paper is to demonstrate that this is indeed the case. To achieve this aim we integrate our 
governing equations (2.6) to (2.9) from x = 0 in the direction of x increasing, until a singular 
behaviour is encountered. To enable this we introduce new co-ordinates which are sym­
pathetic, not only to the nature of the singularity as x~ Xo but also to the essential 
singularity at x = O. Close to x = 0 the free-convective boundary layer behaves like that on a 
heated semi-infinite plate with a thickness O(X l/4 ), and streamwise velocity O(X1l2). Thus we 
introduce co-ordinates X, Y with 

(3.6) 

where X o, corresponding to Xo, remains to be determined. The velocity components and 
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temperature are then transformed as 

XX2/3 
U = X O _ X U(X, Y) , 

o 

X 3 

T = ( 0 )3 e(x, Y) . 
Xo-X 

(3.7a,b,c) 

From (2.6) to (2.9), (3.6) and (3.7) we then have, with 

2Xo+X 
FI(X) = 3X ' 

o 
( ) _ X(Xo - X) 

F2 X - X ' 
o 

( 4X - X) 
F3(X, Y) = 3X ° Y, 

o 

XI/3(X - X) 
F(X Y)= 0 
4' Xo + X1I3(Xo - X)Y , 

3X 
Fs(X) = X' 

o 

au au av 
F2 ax + F3 a Y + FI U + a Y + F4 V = 0 , 

a2u au au 2 
- - F U - + (F - F U - V) - - F U + e = 0 ay2 2 ax 4 3 aY I , 

a2e ae ae 
- - F U - + (F - F U - V) - - F ue = 0 ay2 2 ax 4 3 aY s , 

together with 

u=V=o, 

u~o, e~o; Y~oo, x>o, 

u=o, 8=1; x=y=o, 

u=e=o; x=o, Y>O. 

y=o, x>o, 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

If we set X= 0 then equations (3.9) to (3.12) become identical with those for flow over a 
semi-infinite heated flat plate, and their numerical solution provides an initial solution for 
step-by-step integration of the full equations. To advance the solution beyond X = 0 in such 
a manner we proceed as follows. First we quasi-linearise (3.10). Then, with the solution 
known at X = Xj' X j - l etc., we provide an estimate of U, 8 at X = Xi+l by extrapolation 
from previous stations, and gain a first estimate of V from the solution of (3.9). The 
quasi-linearised equation (3.10) then provides an updated solution for U. In obtaining this 
we do not seek a fully converged, but only a partially converged, solution of (3.10). Finally 
we update our estimate of e by solving (3.11). This iterative scheme, through equations 
(3.9) to (3.11), is repeated until overall convergence according to some pre-set criterion is 
achieved. The method of solution adopted is a finite-difference method in which all 
derivatives in (3.9) to (3.11), and the heat-flow condition in (3.12), are approximated by 
central differences. Thus, second-order accuracy is achieved, and the solution of (3.10), 
(3.11) is simply an adaptation of the well-known Crank-Nicolson method. For the results 
presented in this paper we have set step lengths 8X= 0.05, 8Y= 0.1, and placed the outer 
boundary of the computational domain at Y = Yoo = 60. These values provide the necessary 
level of accuracy for our purposes. 

A feature which complicates the procedure described above is the introduction, in the 
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transformations (3.6) and (3.7), of the parameter Xo which is unknown a priori. In order to 
implement our step-by-step procedure an estimate, X~ say, of this quantity must be made. If 
our estimate X~ > Xo then, assuming the Kuiken solution is indeed appropriate, the solution 
will clearly exhibit a singular behaviour with, inter alia, 0( X, 0) ~ 00 as X approaches the 
unknown value Xo' On the other hand, if X~ < Xo, T remains finite as X ~ X~ and as a 
consequence, as we see from (3.7c), e and indeed ielaX2 both approach zero. When Xo is 
identified correctly e remains finite and smooth as X approaches Xo' With these considera­
tions in mind it is not difficult to estimate Xo, and for the step length ax = 0.05 we readily 
find that 3.55 < Xo < 3.60. Proceeding in this way, with smaller step lengths ax, would 
enable us to refine this estimate. However, a consequence of the procedure described above 
is that Kuiken's solution is indeed emerging as a candidate for the limiting solution as 
X ~ Xo' We therefore exploit that as follows. If we define a skin friction coefficient 
Cf = aulayly=o' then from (3.1), (3.2), (3.4) and (3.5) we have, close to x = xo, 

T- 1I3(X, 0) = 0.163075(xo - x) + O{(xo - X)2} '} 
Cf 1l2 (x) = 0.156136(xo - x) + O{(xo - X)2} . (3.13) 

If now, in the course of our numerical solution of (3.9) to (3.11), we tabulate the quantities 
shown in, and make a comparison with, equations (3.13) we can without difficulty estimate 
Xo and hence Xo to a high degree of accuracy. In this way we find 

Xo = 3.58634 and Xo = 4.11715. (3.14) 

In Figs 2a and 2b we compare (3.13) with the corresponding quantities obtained from our 
numerical solution, with Xo as in (3.14). The agreement is excellent and provides striking 
confirmation that Kuiken's solution is indeed the appropriate limiting solution as x~ xo' To 
substantiate this further we shown in Figs 3a and 3b temperature and velocity profiles to 
demonstrate that these do indeed approach the limiting forms appropriate to Kuiken's 
solution. 

0.5 
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'0°.3 

~ ... 
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E-t 0.2 
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O.O"----~ __ _'__ __ __L.._ __ ___'_"'"__ _ ____' 

2.0 2.5 3.0 x 3.5 4.0 4.5 

Fig. 2(a). A comparison between the wall temperature obtained from the full solution and the asymptotic result 
(3.13), shown as a broken line. 
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Fig. 2( b). A comparison between the skin friction coefficient Cf from the full solution and the asymptotic result 
(3.13), shown as a broken line. 

4. Discussion 

In the foregoing we have demonstrated that the singular, self-similar solution introduced by 
Kuiken [3], in association with the cooling of a vertically moving thin film has an important 
role to play in the solution of the axisymmetric boundary-layer equations for a hot, vertically 
downward moving fibre that is cooling. We have modelled the fibre as a long, thin cylinder of 
circular cross-section and shown that Kuiken's solution provides the leading term in the 
development of a singular solution in the neighborhood of the point at which the solution, of 
the boundary-layer equations, breaks down. A physical explanation for this breakdown is as 

240 

o~--=~~~ 
0.0 0.5 y/(xo - x) 1.0 

Fig. 3(a). Temperature profiles, successively as we move up, for X = 2,2.5,3.0,3.5. The limit solution of Kuiken is 
shown as a broken line. 
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2 3 
y/(xo - x) 

4 

Fig. 3(b). Velocity profiles, successively as we move up, for X = 2, 2.5, 3.0, 3.5. The limit solution of Kuiken is 
shown as a broken line. 

follows. Heat is carried down in the fibre from x' :=: L, and simultaneously free convective 
effects transport heat upwards. There is therefore an accumulation of heat which results in 
an acceleration of the free-convective process to the extent that the boundary-layer 
equations fail at some point x':=: xb. As we see from equation (3.1), not only do the 
streamwise velocity and temperature become unbounded but so, also, does streamwise 
diffusion of vorticity and heat. In that case the boundary-layer equations become inappro­
priate to describe the flow. Whether or not such a breakdown does occur, leading to 
enhanced convection and therefore augmented cooling of the fibre, depends upon the length 
L of the exposed fibre. It is self-evident that the shorter the length of the exposed fibre the 
less effective is the cooling process. But what has been shown in the present investigation is 
that for a sufficient length of exposed fibre the free-convective, and hence cooling, process 
can be significantly enhanced. 
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Effective slip in numerical calculations of moving-contact-Iine 
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correspondence) 

Abstract. For many coating flows, the profile thickness h. near the front of the coating film, is governed by a 
third-order ordinary differential equation of the form h'" = f(h), for some given f(h). We consider here the case of 
dry wall coating which allows for slip in the vicinity of the moving contact-line. For this case, one such model 
equation, due to Greenspan, is f(h) = -1 + (1 + ex) /(h 2 + ex), where ex is the slip coefficient. The equation is solved 
using a finite difference scheme, with a contact angle boundary condition prescribed at the moving contact-line. 
Using the maximum thickness of the profile as the control parameter, we show that there is a direct relationship 
between the effective Greenspan slip coefficient and the grid-spacing of the numerical scheme used to solve the 
model equation. In doing so, we show that slip is implicitly built into the numerical scheme through the finite 
grid-spacing. We also show why converged results with finite film thickness cannot be obtained if slip is ignored. 

1. Introduction 

Many researchers have shown (e.g., Levich 1962; see Tuck and Schwartz 1990 for a recent 
survey) that a study of coating flow problems, where surface tension forces are significant, 
very often involves solving third-order ordinary differential equations for the film coating 
thickness in a region local to the moving front of the coating film. For example, in the case of 
a thin film draining under gravity down a dry vertical wall, as shown in Fig. 1, the equation 
governing the profile thickness near the front of the film is given by 

1 
hili = -1 +­h2 , 

h=h(x,t> 

x 
Fig. 1. Drop draining down a vertical wall under gravity. 

(1.1) 
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where h(x) is the non-dimensinal profile thickness, measured in multiples of the profile 
thickness upstream of the front, hF • The non-dimensional spatial variable x, measured along 
the wall in the direction of propagation of the film, is defined in multiples of (UhF/pg)1/3 
where u is the surface tension of the fluid, p is the fluid density and g is acceleration due to 
gravity. 

In a recent study of wet-wall coating, where the solid substrate is pre-wetted with a thin 
film of non-dimensional thickness 8, Moriarty et al. (1991) have shown that (1.1), which is 
the limiting case as 8 ~ 0, is also the model equation for two other coating flows, these being 
spin-coating and spray-coating. The distinction between each coating mechanism on the 
meniscus length scale at the front of the film enters only through the non-dimensionalisation 
of the spatial variable x. Thus study of (1.1) is relevant to many coating flows and is not 
restricted to just one coating process alone. 

Despite the seeming simplicity of (1.1), there are some fundamental difficulties in its 
solution, since it becomes singular at the contact-line, where h = 0. The genesis of this 
singularity is entirely physical, and lies in the so-called 'contact-line paradox'; the classical 
no-slip boundary condition being in direct conflict with the requirement of contact-line 
movement. 

One way of circumventing the contact-line singularity is to introduce a slip coefficient into 
the governing equation which relaxes the no-slip condition in a small region local to the 
contact-line. This idea was used by Greenspan (1978), when he postulated that there was 
some small amount of slip in the vicinity of the contact-line. The slip he proposed was of 
Navier-type (see, e.g., Panton 1984), and so was proportional to the local velocity gradient 
at the contact-line; the factor of proportionality being a/3h where a is a non-dimensional 
slip coefficient and is generally a small number. Hocking (1981) also added a form of slip in 
to the equation; his slip formulation weakened the singularity, rather than removed it. 

Despite the formidable nature of (1.1) when h = 0, it is nevertheless possible to compute 
free surface profiles by ignoring the singularity altogether. Infinite derivatives at the 
contact-line, which would normally be a result of the singularity there, are avoided because 
there is always some amount of numerical slip implicit to any numerical scheme used to solve 
(1.1). The singularity only becomes apparent through the fact that convergence under spatial 
refinement cannot be established. This numerical manifestation arises due to the fact that the 
governing equation is solved at discrete points on the flow domain, i.e. equation (1.1) is 
satisfied at a point close to the contact-line but not at the contact-line itself. 

It has been suggested to us (Davis 1988) that this implicit numerical slip is a function of the 
numerical grid-spacing, ax. One way of thinking about it is that the no-slip condition can 
only be enforced at discrete nodes in the flow domain. Thus, in the space between the nodes, 
the no-slip condition is not enforced. It is in this space, of length ax, that the contact-line is 
free to move, so that the smaller the ax, the smaller the amount of movement - or slip. In 
the present work, we show that there is a direct relationship between effective slip and 
numerical grid-spacing. 

2. Procedure 

Following Greenspan's formulation, the governing equation for coating profiles, with the 
addition of slip, is given by 
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hlll=-1+ 1+a (2.1) 
h2 + a' 

which is a more general form of (1.1), reducing to (1.1) when a = O. The finite difference 
scheme used to approximate the derivative in (2.1) is O(dx) accurate, so that (2.1) reduces 
to the singular problem of (1.1) if a < O(dx) ~ 1. In other words, for all non-zero a, with 
a> O(dX) so that the numerical scheme can 'see' the slip, the stress singularity at the 
contact-line is alleviated. 

In order to ascertain the relationship between the slip coefficient a and the numerical 
grid-spacing dx, we use the maximum thickness of the profile (called the overshoot) as the 
control parameter. Proceeding in two steps, we firstly solve (2.1) for a given grid-spacing and 
no slip (i.e. a = 0), to determine the overshoot. We then solve (2.1) with some finite amount 
of slip, and a grid-spacing dx ~ a so that all results are converged, iterating on a to 
determine the degree of slip required to produce the same amount of overshoot as for the 
zero slip case. 

Ordinarily, (2.1) would be solved as an initial value problem using a Runge-Kutta 
formulation, with the initial condition being a perturbation from the linearized problem far 
upstream of the contact-line. However, this method requires input of the small perturbation 
parameter; the contact angle at the contact-line comes out as part of the solution and thus 
cannot be specified a priori. Solution of a general class of these problems using a Runge­
Kutta method is discussed in detail by Tuck and Schwartz (1990). 

Since the contact angle is a monotonically increasing function of the overshoot (Tuck and 
Schwartz 1990), in order to obtain meaningful results, all computations must be done for a 
constant contact angle cpo This requires us to solve (2.1) as a boundary value problem using a 
finite-difference scheme, so that the contact angle can be prescribed. 

Two of the boundary conditions are imposed at the contact line, and are 

h=O 

and 

h' = -tan cp . 

Note here that 0/ is the contact angle for the nondimensional problem. The correspondence 
between this and the physical contact angle Cpp is tan cp = «(J"/pgh~)113 tan o/p. 

The third boundary condition, derived by Goodwin and Homsy (1990), is an asymptotic 
boundary condition far upstream of the contact line, 

h" - (_2_)113 h' + (_2_)2/3 (h -1) = O. 
1+a 1+a 

This boundary condition is in agreement with Tuck and Schwartz's initial condition, but does 
not require the input of a small parameter. 

3. The numerical scheme and results 

Equation (2.1) is solved by dividing the flow domain into n discrete points, and using 
low-order central differences. The profile thickness h(x) is evaluated at the midpoint of the 
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nodes, so that (2.1) is not actually solved at the contact-line itself. Thus, in discrete form 
(2.1) can be written 

h(i + 2)k+! - 3h(i + 1)k+! + 3h(i)k+! - h(i _1)k+! - dX 3 [-1 + 4(1 + a) ] 
(h(i)k + h(i + 1t)2 + 4a 

= 0 (3.1) 

where the k superscript refers to the eh iteration, and i is the nodal reference point, with 
i = n corresponding to the nodal point at the contact-line. A schemata is illustrated in Fig. 2. 

In the above equation, the h2 term is evaluated at the previous iteration level; thus we 
have a system of n linear equations in n unknowns to be solved at each iteration. The 
resultant coefficient matrix is banded with a bandwidth of four, and a pentadiagonal solver is 
used to calculate h(i) at each iteration. A Newton-Raphson scheme is used to perform the 
iterations, and convergence is typically established in five iterations. Computations were 
performed on an IBM 3090, using between 103 and 104 nodal points. 

All calculations were done for a contact angle of 45 degrees, with respect to the 
nondimensional variables. This would correspond to a physical contact angle such that 

( / h2)-1I3 tan <Pp = a pg F • 

Figure 3 shows a comparison between the profile calculated without slip, a = 0, and 
grid-spacing dx = 0.05, to that profile calculated with a finite degree of slip, a = 0.0064, and 
a grid-spacing dx = 0.0002. In the latter (finite-slip) calculation, the amount of slip was 
chosen to provide the same overshoot as in the zero-slip case, whilst the grid-spacing was 
chosen small enough to ensure converged results. Note that the zero-slip calculations are 
non-convergent solutions of the singular problem (2.1) with a = O. The finite-slip calcula­
tions, on the other hand, are converged solutions to the well-posed problem (2.1), when 
a '1= O. The two curves are indistinguishable, with agreement being to within three decimal 
places. 

A graph of slip coefficient versus grid-spacing for a contact angle <p = 45° is denoted by the 
curve with symbols in Fig. 4. The solid line pertains to the polynomial, 

a = 0.0173 dx + 2.24(dx)2 , (3.2) 

which is a good fit to the numerical data. 

_-r1--~n-2 

i=n , 
contact line 

Fig. 2. Schematic of the numerical scheme. Circles represent element end points, and squares represent collocation 
points, where (3.1) is solved. Note that (3.1) is not solved at the contact-line itself. 
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Fig. 3. Comparison of computed profiles with and without slip. The zero-slip model (symbols) is computed with a 
grid-spacing of ax = 0.05. The finite-slip (a = 0.0064) model, denoted by the solid line, is converged. 
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Fig. 4. Slip coefficient a vs grid-spacing ax (symbols) for a contact angle of c/> = 45°. The solid line pertains to the 
polynomial (3.2). 
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The fact that the a vs Llx curve passes through the origin is important. It shows definitively 
that, in order to obtain finite overshoot and converged results with a = 0, a grid-spacing 
Llx = 0 would be required. In other words, converged finite results, if slip is ignored, can 
never be obtained. This is the numerical manifestation of the non-integrable force singularity 
at a moving contact-line when slip is not permitted. If a is set equal to zero, whilst Llx is 
made small, the overshoot will increase monotonically to infinity. 

Since the overshoot is a function of the contact angle, (3.2) would not universally describe 
a relationship begween Llx and a for all contact angles. For example, a plot of a vs Llx for 
the 60° case is steeper than (3.2), although it still demonstrates the same general trend. 

Calculations to look at the relationship between grid-spacing and Hocking's slip coefficient 
would follow along similar lines to those described in the present work. 
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Abstract. This theoretical study of spot development in boundary layers is motivated by the need for some basic 
understanding of nonlinear spots, on which there appears to be little or no previous acceptable theory. The eventual 
aim is to be able to describe theoretically the transitional and/or turbulent spots which are often investigated 
experimentally. Here, as a starting point to guide possible nonlinear studies, we concentrate in particular on 
relatively long-scale inviscid spot disturbances in the context of the unsteady Euler equations, although short-scale 
with respect to Tollmien-Schlichting lengths for example. Both the incompressible and the compressible ranges are 
examined, for small disturbances, with the corresponding initial-value problems being treated computationally and 
analytically. The spatial spreading rate of the resulting spot is affected significantly by compressibility, and in fact 
tends to zero in the hypersonic extreme. The typical amplitudes provoked downstream and their decay lengths also 
vary considerably with the free-stream Mach number, producing two distinct structures in the transonic regime for 
example and an elongated structure in the hypersonic regime. The downstream behaviour found at comparatively 
large times, for finite Mach numbers, is used to provide guidance for nonlinear theory. There are also some 
potentially useful comparisons and links found with experiments, in both laminar and turbulent conditions. 

1. Introduction 

A 'spot disturbance' is the flow perturbation that develops from an initial disturbance, to a 
boundary layer in the present setting, with the typical development involving mostly 
downstream travel, some amplitude growth, and spatial spreading of the spot. The spot is a 
three-dimensional (3D) unsteady phenomenon, in general, and there would appear to be 
basically three types of spot, namely laminar, transitional and turbulent, depending on the 
amplitude and spectra of the initial disturbance. The three types have certain features in 
common, and others not. The two extremes of laminar and turbulent flow are studied 
experimentally and numerically in interesting works by Gaster & Grant (1975), Gaster 
(1975) and by Katz, Seifert & Wygnanski (1990), Riley & Gad-el-Hak (1985) (and 
references therein) for example, respectively, and many other experimental studies have also 
been made in the turbulent case, e.g. see additional references in the papers above and in 
Smith & Burggraf (1985) (SB), Smith, Doorly & Rothmayer (1990) (SDR), Gaster (1990). 
In the present work we start an attempt to theoretically understand the transitional and 
turbulent types of spot, in a compressible or incompressible boundary layer. Some simplifica­
tion is necessary of course because such spots are very complex in practice, but the aim is to 
compare eventually with the experimental work above on such spots. While some previous 
studies of ad hoc linear theory have been made, little or no systematic theory / analysis has 
been done, as far as we know, especially on nonlinear initial-value problems relevant to 
transitional or turbulent spots, and on the scales and flow structures necessary for a clear 
physical understanding of the spots' behaviour. These aspects in fact provide the setting for 
the current study. 

Concerning a systematic theory, and corresponding modelling, the 3D unsteady Euler 
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system (acting within the boundary layer) is believed to be very relevant to the transitional­
turbulent regime: see SB, SDR, Walker & Smith (1991) and references therein. Thus SDR 
find agreement between Euler-stage theory and experiments on certain of the established 
scales for fully turbulent flow, pointing to the use of the Euler system coupled with an 
allowance for viscous sublayer bursting. The present investigation is therefore based on 
applying the 3D unsteady Euler system to the study of spot disturbances, this being related 
more to the transitional-turbulent regime than to the laminar one, and indeed we concen­
trate below on the inviscid dynamics of the initial-value problem for such spots. 

The context for the spot-disturbance analysis is described in Section 2 below, first for an 
incompressible boundary layer (cf. the compressible case below) with an originally inflexion­
free velocity profile. The main concern is with the 3D Euler setting, for the reasons 
mentioned above, and attention is then focussed on an unsteady 3D thin-layer version 
appropriate to relatively long-scale disturbances. In the thin-layer version the precise details 
of the original boundary-layer profile have negligible effect, apart from the 0(1) skin-friction 
factor (A) and the local external velocity. The same version applies for the 3D unsteady 
triple-deck setting, which governs nonlinear Tollmien-Schlichting transitions (Smith 1989), 
provided relatively high-frequency disturbances are considered as described also in Section 2. 
These disturbances are relatively fast and have possible connections with some forms of 
by-pass transition (see in references above), although it should be observed that the 
high-frequency range tends to subjugate, or at least delay, the nonlinear break-up and 
possible intermittency described by Smith (1988), Peridier et al. (1991), Hoyle et al. (1991) 
for the complete 3D triple-deck system. Nevertheless, the break-up can still arise, as Peridier 
et al. show. We should add also that the response of a single or finite number of waves 
provoked by a maintained disturbance (e.g. as in Smith 1984, Smith & Stewart 1987a,b) is 
distinct from the present initial-value setting since here in effect all waves are activated. In 
Section 3, a linearized version is examined, as a first step, permitting a relatively simple 
analysis which produces useful and 'universal' results at large times, this representing an 
advantage over previous linear-disturbance studies, e.g. see references above and Ryzhov 
(1987), Smith (1987a). In particular, concentrated wake activity is found far downstream 
inside a wedge of half-angle sin -1(1/3) = 19.47° (in plan view) and the maximum amplitude 
growth occurs at the edges of this wake (cf. the experiments of Wygnanski's group, e.g. 
Glezer, Katz & Wygnanski, 1989). This aspect is the same as for the Kelvin ship-wake 
(Whitham 1974), and as studied in another context by Cheng & Johnson (1982). The 
compressible boundary layer is then addressed in Section 4, yielding some very interesting 
changes in the spot development with increasing Mach number. These include especially the 
transonic range, where two main kinds of spot-disturbance amplitude response appear 
spatially, and the hypersonic range, in which the typical amplitudes produced are much 
reduced but last longer. The change in the wake half-angle mentioned above is also 
considered, as the Mach number increases, with the half-angle being found to tend to zero in 
the hypersonic range. Further comments are provided in Section 5, including suggestions for 
the nonlinear regime. 

It is believed that the nonlinear 3D problems posed in Sections 2 and 4 could be very 
relevant to transitional and turbulent spot behaviour in practice, and further computations 
and analysis are desirable on these. The present first step, on the linear 3D regime, reveals 
certain interesting features of the incompressible and compressible initial-value problems, 
nevertheless, and in fact there are some signs that the experiments tie in qualitatively with 
the overall picture that emerges below, especially regarding the enhanced waviness in the 
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downstream wake. This tie-in is felt likely to increase once nonlinearity is accommodated. In 
the 2D case nonlinearity can lead to the Benjamin-Ono or Burgers equations (SB), after 
some simplification, and indeed the large-time scales found in Sections 3 and 4 agree with the 
scales associated with those equations, but in the more intriguing 3D case the nonlinear 
governing equations do not simplify so readily. The current work however enables estimates 
to be made (in Section 5) for the nonlinear 3D regime, studies of which are in progress 
(F.T.S.), while the results obtained below are also of potential practical value in gauging the 
spread of spots, following an initial disturbance in an incompressible or compressible 
boundary layer. There may be broader interest in addition with regard to the development of 
wavefronts. 

The non dimensional velocity vector u == (u, v, w) along with the corresponding Cartesian 
coordinates (x, y, z) (streamwise, normal, spanwise, respectively), the pressure p, and the 
time t, are used such that the typical free-stream velocity is (1,0,0) and the undisturbed 
steady planar boundary layer has its x, y scales of order 1, Re -liZ in turn, with a streamwise 
velocity profile written Uo- Here the global Reynolds number Re is taken to be large, for an 
incompressible (Sections 2 and 3) or compressible boundary layer (Section 4), and the 3D 
disturbance develops on length and time scales between O(Re -liZ) and 0(1). Some of the 
results from the present work are summarized and used in comparisons by Smith (1987a). 

2. The two main contexts in 3D boundary-layer flow 

There are two major areas in which the present work applies for boundary layers, (a), which 
is perhaps the more relevant to turbulent flow, and (b), which is more concerned with 
transition. These are addressed in turn below. 

(a) The first concerns 3D unsteady Euler flow, in which the velocities and pressure are 
O( 1) but the spatial scales are all comparable with the boundary-layer thickness O(Re -liZ) 

and the corresponding time scale is then the convective one, O(Re -liZ). So the governing 
equations become 

V·u=o, u t + (u . V)u = -Vp , (2.1) 

subject to appropriate boundedness conditions in the farfield including matching to the basic 
boundary-layer profile, u = uo(y) say upstream, and tangential flow v = 0 at y = O. One 
solution is u == (uo, 0, 0) corresponding to undisturbed parallel motion, but linear and 
nonlinear waves are also possible and are of much interest. Nonlinear phenomena are 
especially important, in 2D or 3D (see SDR and references therein), giving possible 
connections with turbulence. Here we investigate long-scale 3D disturbances in particular, as 
suggested by Section 1, where a three-region structure arises analogous to that in (b) below. 
Thus (x, z) = I(X, Z), say, with the length scale I being large, the main time scale has 
t = IZT, where X, Z, T are typically 0(1), and three regions I-III appear in the y-direction, 
of scales r', 1, I in which y = I-'Y, y, If and 

1 
[r'u r3v I-'W rZp] + ... , , , 

[u, v, w, p] = [Uo + r'Au~, ~/~ZA~Uo~), ~-ZD,/uo, I-Zp] + ... 

[1,0,0,0] + I [u2, v2, w2, P2] + ... 

(2.2a) 

(2.2b) 

(2.2c) 
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in turn. Here P (the pressure), A (the negative displacement), Dl are unknown functions of 
X, Z, T, with D 1X = -Pz . The small-disturbance expansion (2.2b) holding across most of 
the boundary layer satisfies (2.1) to the required order, whereas the near-wall response 
(2.2a) is controlled by the nonlinear unsteady thin-layer system 

v·u=o, (2.3a-c) 

subject to 

V=O at Y=O, U-A(Y+A) & W~O as Y~oo, (2.3d) 

from (2.1) and matching with (2.2b); and the outermost response (2.2c) leads from (2.1) to 
3D quasi-steady potential-flow properties in the upper reaches of the boundary layer, so that 
P2 satisfies 

(ai + a} + a~)p2 = 0, with P~ P , P2y~ Axx as y~O, (2.4a,b) 

again to join to (2.2b), together with boundedness in the farfield. The solution of (2.4) 
therefore gives the relation 

(2.5) 

Hence we are left with solving the nonlinear problem (2.3) allied with the pressure­
displacement law (2.5). We note in passing that the constant A may be normalised to unity, 
the decay into the large-Y asymptote is algebraic, and a self-consistent initial condition is 
assumed at time T = O. 

(b) The second context is in 3D nonlinear triple-deck theory, which applies to the initial 
linear or nonlinear development of 3D TS waves and transition (Smith (1988, 1989) and 
references therein) and captures their viscous-inviscid nature. The governing equations here, 
mainly from the lower-deck flow where u, v, w, p, x, y, z, t are scaled with Re -miS, m = 1, 3, 
1, 2, 3, 5, 3, 2 respectively, are the 3D nonlinear boundary-layer equations 

V'u=O, (2.6a,b) 

along with Py = 0, the constraints 

u = 0 at y = 0, u - y + a and w ~ 0 as y ~ 00 (2.6c,d,e) 

and the pressure-displacement law, which is given by (2.5) with the unknown functions 
(p, a)(x, z, t) replacing (P, A) here. The basic inviscid problem (2.3), (2.5) therefore arises 
again if the viscous terms on the right in (2.6b) are simply neglected. More precisely, as in 
SB, for relatively high frequencies 1 a T 1-n ~ 1 the scalings 

(u,v,w,p,a,x,y,z,0 

(2.7) 

lead to (2.3) coupled with (2.5). 
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In both of the contexts (a), (b) it should be emphasized that, as in 2D flow (SB, SDR), 
vorticity bursting is possible from the viscous sublayer assumed near the wall, in the 
nonlinear setting, although on the other hand bursting is not relevant in the linear regime 
studied subsequently. Further, in the special 2D case a simple solution of (2.3) is available, 
namely U == Y + A, and the coupling with (2.5) thereby leads to the Benjamin-Ono 
equation for A(X, T). Unfortunately no such simplification seems available in general in the 
full 3D case (Rothmayer & Smith 1987), and so (2.3), (2.5) as they stand, i.e. in terms of X, 
Y, Z, T, are in effect the 3D counterparts of the nonlinear Benjamin-Ono equation. The 
system (2.3), (2.5) is of much interest, then, in both contexts (a), (b) and as a start we 
concentrate next on one aspect of the system. 

3. Development from an initial spot disturbance 

Aspects of the travel, growth and spreading of an initial localised disturbance are considered 
in (i)-(iii) below. 

(i) Linearized features hold for relatively small disturbances where the basic flow U = Y is 
slightly disturbed. There to leading orders (U - Y, V, W, P, A) = h(U, V, W, 1', A), say, with 
h ~ 1, and so (2.3a-c) become 

v·u=o, (3.1a-c) 

with V= 0 at Y = 0, U~ A and W~o as Y~ 00, and (2.5) holds with (I', A) instead of 
(P, A). An appropriate solution may be derived from adding together the X-, Z-derivatives 
of (3.1b,c) respectively, which yields a quasi-2D system for Ux + Wz, Vx whose solution, 
subject to suitable initial conditions, has U x + Wz independent of Y and hence identically 
equal to Ax. That is consistent with the momentum balances provided 

(3.2) 

Hence, combining this with (2.5), we obtain the equation 

(3.3) 

for A(X, Z, T), with a similar equation governing P. Here (3.3) is a 3D extension of the 2D 
linearised Benjamin-Ono equation. We should remark that a benign critical layer is present 
in the W solution; see also later. 

The solution of (3.3) may be found via a double Fourier transform (denoted **) in X, Z, 
which converts (3.3) to iA~* = a(a 2 + (32)1/2A** where a, (3 are the transform variables 
corresponding to X, Z respectively. Hence 

where Q(a, (3) is the initial distribution of the negative displacement transform, 
A **(a, (3, 0). Here (3.4) determines the development of the displacement in space and time, 
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and hence the pressure from (2.5), for any prescribed initial distribution. We note that (3.4) 
agrees with the dispersion relation obtained in allied previous papers, although the flow 
structure shown above in the derivation of (3.4) is worth emphasising, as discussed later. It is 
apparent also that the dispersion relation involved yields only neutral waves in the present 
regIme. 

1.1 (a) 

1.1 (b) 

Fig. 1. Numerical results for the incompressible case. (See also final page.) 
1.1. (a)(b) Surface plots of disturbance A(X, t, T) for very large time T. (T= 256) 
1.2. (a)(b) Surface plot of A(X, t , T) for short time T. (T=2) 
1.3. (a) Contour plot of A(X, t, T) for short (a) and large time (b) . (Results symmetric about t = O. At large 

times, the maximum amplitudes are clearly seen to lie along the caustic.) 
1.4. (a) Centreline amplitudes for various values of time T. 

(b) Amplitudes along caustic at various values of T. 
1.5. Amplitude growth along caustic. Theoretical slope = ~ (since A - 0(rIl3», computational slope = 0.3 . 
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(ii) Computations of (3.4) were performed for a number of different initial conditions, by 
use of a spectral scheme. Sample results are shown in Fig. 1. 

(iii) Of special interest now is the behaviour of the flow solution at large times, for 0(1) or 
large distances from the start. There (3.4) suggests that significant effects arise mainly in two 
regions far downstream, the first of which has X, Z large and O(T 1I2 ), say (X, Z) = 

T I12 CX, Z) = Tl /2R(cos (), sin ()). There, in (3.4), (a, f3) = T - lI\a, ~) = T - 1 / 2F(cos 4>, 
sin 4» in polars, yielding 

(3.5) 

after a 4>-integration, where 10 is the standard Bessel function of zeroth order. Here (3.5) 
gives most of the large-time behaviour for O( 1) values of the scaled distance R == 

1.2 (a) 

1.2 (b) 

Fig . 1 (con!.) . 
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Fig. 1 (cont.). 

10.0 12.5 

x 

15.0 

X 

(X2 + Z2)1I2 T -1I2 and angles O. The constant Q(O,O) is an integral property of the initial 
displacement, specifically the double integral with respect to X, Z of the initial disturbance 
A(X, Z, 0). For smaller R values, the range r -1 dominates, giving 

(3.6) 

where cp c2 are constants, whereas for larger distances R the beginning of a confined 'wake' 
can be distinguished. For then the range r = uR ~ 1 matters, giving <1>2 = R4(U 2 - 2u3c + ( 4) 
~ 1 [where c = cos 0] and so 10(<1» - (2/7T<I»1I2 cos(<I> - 7T/4). The major effects therefore 
come from the maxima of h(u) == (u 2 - 2u3c + ( 4), since 10 is predominantly oscillatory. But 
h'(u) = 2u{2(u - 3c/4)2 + (1- 9c2/8)}. So the maxima are possible only for c2 > 8/9, i.e. at 

angles 101 < Os where 

Os = sin-1(D = 19.47°. (3.7) 

For such angles, (3.5) then gives the asymptote 
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Fig. 1 (cont.). 
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liZ A -I [u ~ Z + u; 2 - ] 
2 TTA- T Q(O,O) ( + +)lIZ cos(R B1)+ ( _ -)I/Z cos(R B 1 ) , 

B1B z B1B z 

for R ~ 1 with - Os < ° < Os , (3.8a) 

consisting of two wave forms in which 

(3.8b) 

(3.8c,d) 

From this it can be seen that increasingly concentrated (i.e. relatively short-wavelength) 
waves form in the wake far downstream, with their maximum amplitudes occurring at the 
edges 0- ±Os' since Bz -'Jo 0, BI -'Jo 0(1) as I ol-'Jo 0; . Near each edge (or caustic), a relatively 
thin layer is present in which A acquires the form of an Airy function, matching with (3.8a) 
inside the wake and with the exponentially small response outside (for 101> Os). In detail, 
(3.5) gives 

2TTA - (~: f/ZUl (~f/3 R1/3 cos(BIRz)Ai( 1/), for R ~ 1 near ° = Os , (3.9) 

where 1/ == 2112i4/3rll\ZIX - 8- 112 ) is 0(1) in the edge layer and now U 1 = 3c/4, 
BI =3- 1/2/2, c=3- 123/Z, X=cR, a = 25/Z311z. 

The second region, further downstream, occurs where the distances X, Z are increased to 
OCT), d. Figs 1.3, 1.4 and below. There, in view of (3.5)ff, the major contributions to the 
integral (3.4) come from 0(1) values of a, f3. So the new feature emerging here is that the 
detailed distribution Q(a, f3) now modifies the solution amplitude at leading order, i.e. this 
region feels the 'footprint' of the initial disturbance A(X, Z, 0). There are again two wave 
families present containing an infinite number of waves analogous with those in (3.8a) but 
the typical wavelength is reduced to 0(1). Moreover, the wake remains confined to 101 < Os, 

1 
O(T'z) 

I 
.,/" 

...----- ......... 

/ 
/ 

/ zj 
--_. --. ----

..... ----:;7.c;. ___ _ 
O(T) 

Typical 
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o 0 (1x1) 

-----·x 

% 

Fig. 2. Sketch of the structure for the large-time large-distance behaviour. Plan view: upper half only. 
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with a modified form of (3.9) applying in an edge region of thickness 0(TI/3) in terms of 
Z - 8- 1I2x. The final downstream decay of the solution is then obtained at distances greater 
than OCT). 

The analytical features here, summarized in Fig. 2, are also well brought out in the 
computed results of Fig. 1, and there is broad agreement in fact with the computational 
trends obtained in (ii) above. We refer in particular to Figs 1.4a, l.4b concerning the 
centre-line and the near-caustic calculations, as time T increases, and note that the slope of 
the log-log plot in Fig. 1.5 at large distances is very close to !, cf. (3.9). 

4. The compressible regime 

Most of the reasoning in Section 2 for the 3D nonlinearly disturbed incompressible boundary 
layer can be adapted also for the compressible case studied next. Thus, from scaling of the 
unsteady compressible Euler equations, (2.3a-d) still hold, but the outer potential-flow part 
in (2.4a,b) or (2.5) must be replaced by 

(M: - 1)(P2xx ± P2YY) - P2ZZ == 0 (4.1a,b) 

(e.g. as in Smith 1989), along with (2.4b), for the subsonic (O~Moo<l) and supersonic 
(Moo> 1) ranges respectively, where Moo is the Mach number. [Shorter-scale contributions 
are omitted; see Section 5]. In consequence the linearized properties replacing those of 
Section 3 are as follows, for the development from an initial spot disturbance. 

In the subsonic regime, (4.1a) leads to the result 

(4.2) 

for the negative displacement, with K == (1- M:r 1l2 ranging from 1 to 00. Spectral computa­
tions for (4.2) were performed as in Section 3(ii) at several subsonic Mach numbers, giving 
the results shown in Fig. 3. Analytically, rather than proceeding as in Section 3(iii) we may 
use the method of stationary phase to deduce the large-time behaviour, setting (X, Z) == 
Tl/2R(cos 8, sin 8), (a, (3) == T- 1I2r(cos cf>, sin cf» again and then r== aR, to convert (4.2) to 
the form 

47T2A - Q(O, O)T- IR2 Loo f1T exp{i[ a cos(cf> - 8) - a 2 ;tcf>~ ]R2}a da dcf> ( 4.3a) 

for large distances R, where 

(4.3b) 

The maximum contributions to A at large R therefore come from the extrema of the 
expression in square brackets in (4.3a). With the derivatives of that expression, with respect 
to (J', f/J, equated to zero, then, we obtain two equations to determine the extremal values of 
(J', f/J, leading to the equation 

24 23 22 (2) 
K X tan 8 - K X + 3 K X tan 8 + K - 2 X + 2 tan 8 == 0 (4.4) 
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2.5 

- uo 
- t OO 
- 0.10 0.0 

0.0 2.5 5.0 7.5 10.0 

3.2 M - 0.9 t - 256 

Fig. 3. Numerical results for subsonic range. (See also final page.) 
3.1. Contours of disturbance amplitude at large time for M = 0.9. 
3.2 . Surface plot at M = 0.9 for large time. 
3.3. Intermediate time (T = 16) results for M = 0.9. 
3.4. Results for same time, but M = 0.98. 

12.5 15.0 

X 

The nearly planar waves predicted by theory are clearly evident , as is their persistence after the centreline 
waves die out. 

3.5. Surface plot (for i > 0) showing persistence of plane waves at M = 0.98, T = 16. 
3.6. Comparison of centreline amplitude for M = 0.9 , M = 0.98 at T = 16. Note very rapid initial growth at higher 

Mach number , but more rapid subsequent decay. 

for X == tan cjJ. Potentially there are four main waves possible downstream now rather than 
just two as in Section 3(iii); see also (4.15a-c) later. We observe also that the solutions near 
the edges of the wake(s) downstream are still described by an Airy function, as in Section 
3(iii), and the ultimate downstream decay at large times T is associated with larger distances, 
of order T, similarly to Section 3(iii), at general Mach numbers in the subsonic or supersonic 
range. 
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Fig. 3 (con!.). 

Two special limits are of most interest next. First, in the incompressible limit Moo ~ 0, 
K~l+, only two waves remain since (4.4) then yields only two real roots 
X = {I ± (1- 8 tan20)1!2} /(2 tan 0), the other two roots being imaginary, X = ±i. The two 
real roots here confirm the results in Section 3(iii) and in particular the half-wake angle of 
tan -1(8- 112 ) = 19.47°. Second, in the transonic limit Mx ~ 1-, K ~ 00, there can be four real 
roots, three of which are governed by 

X 3 tan 0 - X 2 + 3 X tan 0 + 1 = ° (4.5) 

with X of O( 1), when 0 is O( 1), whereas the fourth root has I X I ~ 1, from (4.4). One root of 
(4.5) is negative and persists for all angles e, starting at X = -1 for zero 0, then increasing 
monotonically with e and tending to zero from below as e~ 7T/2. The other two, positive, 
roots of (4.5) start at X = 1, 00 in effect for 0 = 0, then increase / decrease with 0 respectively 
and coalesce at X = 6 tan e) (1 - 9 tan 2ee) for e = ee' thereafter becoming irrelevant (com­
plex) for 0 > 0e' where 

(4.6) 



www.manaraa.com

100 D.l. Doorly and F. T. Smith 

3.5 

to 

3.6 3 A 

2 

0 

,. 

-1 

X 

-2 
0 2 4 6 8 10 12 14 

Fig. 3 (cont.) . 

defines a cut-off angle. Further, at sufficiently large angles () - 1T 12 - O( K - ]) the negative 
root from (4.5) and the fourth root mentioned above become comparable and are associated 
with a distinct structure in which tan (J - K b, X - K -IX typically, with b, X of order unity . 
Then (4.4) gives a quadratic equation for X, yielding the two roots 

( 4.7a) 

and hence the second cut-off criterion 
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Thus the roots (4.7a) correspond to wide waves, of quasi-planar form. An additional feature 
here, however, concerns the wave amplitudes. The roots in (4.5) correspond to the scalings 

(a, {3) = K I/2(a*, {3*), (X, Z) = K -1/2(X*, Z*) , (4.8a,b) 

effectively, thereby altering the right-hand side in (4.2) to the form 

K f f exp{ia*X*+i{3*Z*-ia*(a*2+{3*2)TI{3*}da*d{3*, ( 4.8c) 

apart from the Q factor. In consequence, although the associated downstream solution has 
increased amplitude of order K, it decays fast spatially, in length scales reduced by O(K -1/2). 
By contrast, the roots in (4.7a) point to the scatings 

(a, {3) = (a, K -Iffi) , (X, Z) = (X, KZ), (4.9a,b) 

reducing the right-hand side of (4.2) to 

f f { . 3T } -I . . - - la -
K exp laX + I{3Z - 2 -2 1/2 da d{3 , 

(a + {3 ) 
( 4.9c) 

except for effects due to Q. Hence this contribution to the downstream response starts with 
less amplitude, of order K -\ but then lasts longer since the X-scale stays at 0(1). Here 
(4.8c), (4.9c), when subjected to analysis as in (4.3a,b)ff, can be shown to produce the root 
equations (4.5), (4.7a), in turn, as expected. More significantly, all the above transonic-flow 
features, namely (4.6), (4.8a-c) for the finite-angle waves, and (4.7b), (4.9a-c) for the wide 
quasi-planar waves, are closely in keeping with the computational results of Fig. 3 at Mach 
numbers near unity. The relatively rapid spatial decay of the finite-angle contributions, 
compared with the slow spatial decay of the initially smaller quasi-planar contributions, is 
particularly noticeable. 

In the supersonic regime, (4.1b) applies and so, in (4.2), 

( 2 2 2)1/2. I d b ( 2 2 2)1/2 a + K {3 IS rep ace y K 1 {3 - a , (4.10) 

with KI == (M:, - 1)-112 ranging from 0 to 00, and the integration domain is restricted to 
lal < KI I{3I. Again, we obtained computational solutions of (4.2) with (4.10) at several 
supersonic Mach numbers, as shown in Fig. 4. The analytical working for large times and 
distances is similar to that for the subsonic case except that now 

(4.11) 

and hence (4.4) is replaced by 

2 4 2 3 2 2 (2 2) 2 0 K 1 X tan (J - K 1 X + 3 K 1 X tan (J + K 1 + X - tan (J = . (4.12) 
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Fig. 4. Numerical results for supersonic range. (See also final page.) (a) M = 3.0. (b) M = 10.0. The results are 
similar to those at low Mach numbers but are confined in a very narrow wake. 

The transonic limit, as Moo ---i> 1 +, 1<1 ---i> 00, is therefore broadly the same as for Moo ---i> 1-, in 
(4.5)-( 4.9c). The hypersonic limit, on the other hand, is associated mainly with small angles 
of spreading downstream. Here Moo ~ 1, 1<1 ---i> 0, and the dominant effects are confined to the 
interval where () = 1<10, X = 1<~IX with 0, X of 0(1). So from (4.12) the governing equation 
for the four roots present reduces to 

(4.13) 

For small 0 the four roots are at X = ±2112, 0, +00 in effect. Their behaviour for increasing 0 
is then analogous with that in the previous transonic-flow analysis, and in particular a double 
root and consequent cut-off arise at X = 6112 for 0 = r3/22112, i.e. for the small angle 

(4.14a) 

Concerning the hypersonic amplitudes provoked, the scalings involved now have 

(a, (3, X, Z) = O(K1' 1, I< ~1, 1) . (4.14b) 

As a result, the typical amplitude is reduced by a factor 1<1(-M:1), from (4.2), but the 
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typical wake length of the spot increases by a factor K~I(-M"J, at least in terms of the 
present coordinates. The analytical properties above again agree well with the computations 
(Fig. 4). Indeed, all the different decay rates summarized in (4.8b), (4.9b), (4.14b) are 
evident numerically in Figs 3 and 4 with the long scale (4.14b) for the hypersonic regime 
being particular clear in Fig. 4. 

There are two final points of interest here, the first of which concerns the spot response 
near the line of symmetry, where 8~O. In the subsonic range (4.4) gives the two roots 

x = ±(1- 2K -2)1/2 , (4.15a) 

apart from those at small and large x. Hence the crossover from two to four waves 
downstream occurs at the subsonic Mach number 

(4.15b) 

(Dr R.I. Bowles, private communication 1991, has kindly pointed out to us that at the 
crossover value (4.15b) the spanwise group velocity becomes negative, opposite in sign to the 
spanwise velocity.) The four-wave description also continues throughout the supersonic 
range, with the two finite-x roots been given by 

( 4.15c) 

from (4.12). These are continuous with the roots (4.15a) in the transonic limit, both sets then 
agreeing with the limiting result (4.5). Second, the scales quoted in (4.8), (4.9), (4.14b) hold 
outside the edge layers that arise near the caustics. In contrast, the amplitude maxima tend 
to occur inside these layers, cf. (3.9). For the transonic limit for instance the maximum 
amplitude is found to increase like K5/6T l/3, being attained where X is O(K -IT), for the 
contributions corresponding to (4.8), whereas the edge-layer maximum corresponding to 
(4.9) decreases like K -I T 1I3, being attained at X = OCT). Likewise, the hypersonic limit can 
be analyzed for its edge-layer response, yielding a maximum amplitude which decreases as 
K~/3T1I3 and is reached at distances X of order T. These results again are in good agreement 
with the computations of Figs 3 and 4. 

5. Further comments 

An investigation into initial-value problems for spots in incompressible or compressible 
boundary layers has been presented above. Figure 5 summarizes the complete Mach-number 
range, as regards the wake half-angles computed far downstream, and, as with other 
quantities, there is good agreement with the analysis. The results, throughout Sections 3 and 
4, are felt to be of potential practical value in characterizing the downstream progress of 
spots after an initial disturbance to the boundary layer. The theory developed so far would 
not necessarily be expected to be applicable directly to previously computed or experimen­
tally observed spots, at least not until nonlinearity is incorporated (see below), but there is 
some measure of agreement nevertheless. The main analytical prediction in the incompress­
ible case concerns the concentrated wake effect inside a wedge of half-angle 19.47° 
downstream (as for Kelvin's ship wake, see Section 1), with the maximum disturbance 



www.manaraa.com

104 D.l. Doorly and F. T. Smith 

Angle of Caustic 
25 

Angle (deg) Computation: • 

20 
Theory: 

[!] M=O 9c = 19.5 
[!]M=1 9c = 12.8 

15 .. 
[!] ---M~oo 9c ~ 3-3/2 21/2 M -1 

10 

\ 

, . 
5 

, 
... 

-1M - ~ 

0 
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 

Fig. 5. Summary. Wake half-angle versus Mach number, including comparison between theory and computation. 

amplitude occurring near the edges of the wake and with multiple waves in-between. 
Comparisons between this theoretical response and computational results for the 3D 
triple-deck problem (see Section 2) are presented by Smith (1987a) and are fairly affirmative; 
see also Duck (1987), Ryzhov (1987). Comparisons with Gaster & Grant's (1975) laminar­
spot experiments are also quite encouraging (Smith 1987a), induding the accentuated edge 
effects downstream at relatively large times, even though in these comparisons and those 
mentioned in the previous sentence the theory tends to over-estimate the half-angle 
downstream. Concerning transitional and turbulent spots, there is some additional encour­
agement both from the general 3D structure (Sections 3 and 4) with multiple waves present 
downstream, suggesting the study of nonlinear effects there, and from Glezer et al.'s (1989) 
experimental study focussing on effects near, and just trailing, the edges of spots. In the 
compressible case, the most interesting features found in the spot development are the 
changes in the flow scales, structure, and disturbance amplitude, as well as in the wake 
half-angle, as the Mach number increases [these changes are apart from other factors due to 
the scalings leading to (2.3) with (4.1), e.g. see Smith 1989]. This is especially so for the 
transonic and hypersonic ranges, as Section 4 above shows, e.g. with the transonic range 
producing two spatially distinct kinds of amplitude response downstream, while in the 
hypersonic range the wake-spreading angle tends to zero. 

There are many other areas of possible applications. The influence of cross-flow in the 
original boundary layer can be incorporated similarly to compressibility effects in Section 4, 
i.e. by alteration of the pressure-displacement interaction law as in Smith & Stewart (1987b). 
Channel flows, jets, liquid-layer flows, in certain regimes, and other flows with other 
interaction laws all require study, as do shorter-scale Rayleigh wave contributions in the 
incompressible or compressible boundary layer (e.g. Mack 1984, Malik 1987, Brown & Smith 
1990) and non-aerodynamic flows. In channel flows, for example, the corresponding wake 
half-angle is increased to 30°. Spot-disturbance experiments in channel flows, with reduced 
initial amplitudes, could be of much interest. 
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Several other applications and consequences suggest themselves, but the nonlinear aspects 
within the context of Section 2 seem most worthy of emphasis. Among these, there are the 
3D nonlinear vortex structures pointed out by Smith (1987b); the wall-sublayer and 
micro-scales within the Euler stage (SDR); the possibility of small-scale vortex-wave 
interactions within the present scales; short- or long-scale effects in the spanwise direction; 
and the eventual occurrence of interactive break-up during sublayer eruption near the wall 
(Smith 1988, Peridier et al. 1991), as mentioned in Section 1. The most immediate impact of 
nonlinearity, however, can be seen in the downstream asymptotes of Section 3, for the 
incompressible regime, and in particular in the finding that the maximum disturbance 
amplitude occurs in comparatively thin edge-regions. One would therefore expect nonlinear 
effects to become important first in the edge-regions, rather than in the middle part of the 
far-wake. Here, as a guide for a subsequent nonlinear study, we note the following. In the 
edge region, if 

A (X T-1I2(XT-1/2tA(1]) +... at large X, T (with TII2 ~ X ~ T) (5.1 ) 

(cf. (3.9)), approximately, with corresponding expansions for the other flow variables in 
(2.3), (2.5), and appropriately scaled co-ordinates, then substitution into the latter nonlinear 
equations leads eventually to an Airy equation for A( 1]), exactly consistent with the form 
(3.9) as expected, provided that the displacement in (5.1) is sufficiently small, specifically 
N < No for some critical value No. If N = No, however, nonlinear terms enter to alter the 
governing equation. A similar estimate applies to the compressible regime of Section 4. 
Research on these matters is in progress, by F.T.S., who suggests that No can equal ~ or zero 
depending on the flow conditions. It can be shown further that the asymptote (3.9) and its 
counterpart (5.1) in the nonlinear case hold also for the full Euler system (2.1), such that at 
large times (t) there are in effect two main areas of activity in the spot, namely at distances 
of orders t ll2 and t downstream, just as in Fig. 2. 

Thanks are due to AFOSR (grant no. 89-0475) from F.T.S. and SERe from 0.1.0. for 
support of this and related work. 
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Computational results 

Using the transformation 

(X, Z) = TI/2(X, i) , 

(a, {3) = T- 1/2(ci, ~) , 

A - - - 2 -2 
the computational results show T· A(X, Z, T), with Q(ci, {3, T) = exp[-(ci + {3 )/16· T], 
for various values of time, T, and Mach number M, in Figs 1, 3, 4. . 
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Plasticity theory for fibre-reinforced composites 

A.J .M. SPENCER 
Department of Theoretical Mechanics, University of Nottingham, Nottingham NG7 2RD, UK 

Abstract. Recent experiments reported in [1) show that for a boron-aluminium fibre-reinforced composite plastic 
yielding is effectively independent of tension in the fibre direction over a wide range of values of this tension. This 
confirms a long-standing conjecture by the author and colleagues. The results have major implications for the 
formulation of plasticity theories for fibre-reinforced materials. This paper reviews the theory of anisotropic 
plasticity based on the usual assumptions of plasticity theory, together with the property that yielding is not affected 
by a superposed tension in the fibre direction. Yield conditions, flow rules and hardening rules are formulated for 
uniaxial reinforcement; brief consideration is given to a material reinforced by two families of fibres. 

1. Introduction 

Dvorak, Bahei-el-din, Macheret and Liu [1] have recently reported some important experi­
ments on the elastic-plastic behaviour of a fibre-reinforced boron-aluminium composite. The 
experiments were performed on axially reinforced tubular specimens loaded by axial tension, 
torsion and internal pressure. Among other results, they show that over a wide range of 
values of the direct stress in the fibre-direction (essentially over the range in which the yield 
or failure stress of the fibre is not exceeded) the yield behaviour of the composite is 
independent of this direct stress in the fibre direction. The effect is shown in Fig. 1, which is 
based on Fig. 7 of [1]. The yield surface in the relevant stress space is 'sausage-shaped', 
being a fairly long cylinder with closed ends. It is also shown by the extensive experiments 
described in [1] that subsequent to plastic deformation the yield surface retains this 
sausage-shape but translates in stress-space, demonstrating a large degree of kinematic 
hardening. 

These results provide striking confirmation of a conjecture made by the author and 
colleagues over twenty years ago [2-5]. The results have important implications for the 
formulation of theories of plasticity for fibre-reinforced composites, with particular reference 
to metal-matrix composites. These implications have been explored in previous publications 
[2-15] but prior to the availability of experimental information, the theory had to be 
regarded in a rather tentative manner. As the experimental data now exist, it seems 
worthwhile to draw attention to this work. This paper is a summary of the theory proposed 
in the papers cited above. 

A theory of the rigid-plastic plastic behaviour of materials reinforced by a single family of 
fibres was formulated by Mulhern, Rogers and Spencer [2]. This theory assumed the material 
to be inextensible in the fibre direction, and it was shown that, as a consequence of this 
assumption and the associated flow rule, the yield function is independent of the fibre 
tension (that is, the direct stress in the fibre direction). Subsequently the same authors [3] 
formulated an elastic-plastic theory of fibre-reinforced materials, in which it was assumed 
that the plastic part of the extensional strain in the fibre direction is zero, and in this case 
also it follows from the associated flow rule that plastic yielding is independent of fibre 
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Fig. 1. Experimental results by Dvorak et al. [1] for initial yield of a boron-aluminium fibre-reinforced composite, 
with fibres parallel to the xl-axis. 

tension. However, this theory does not require inextensible fibres, because it admits an 
elastic strain in the fibre direction. 

Smith and Spencer [4] formulated a rigid-plastic theory for material reinforced by two 
families of inextensible fibres, but adopted a slightly different point of view; they postulated 
that yielding is independent of fibre tensions. It then follows, if the associated flow rule is 
adopted, that the plastic extensional strain in a fibre direction is zero. The same viewpoint 
was taken in several subsequent publications, for example [5-15]. The assumptions of (a) 
inextensibility in the fibre direction, and (b) yield independent of fibre tension, are, in 
conjunction with the associated flow rule, virtually equivalent in rigid-plastic theory. 
However, in an elastic-plastic theory, (b) is less restrictive than (a), because it permits an 
axial elastic strain. Since (b) is susceptible to direct experimental observation, it seems to be 
the more natural choice of postulate for materials which exhibit this kind of behaviour. 

2. Initial yield conditions - one family of fibres 

We refer all vector and tensor quantities to a system of rectangular cartesian coordinates x;. 
The Cauchy stress is denoted by u, with cartesian components U;j' 

In most theories of metal plasticity, we postulate a yield function I( u ij ) such that in 
admissible stress states I::;;; 0, with 1= 0 when plastic deformation is taking place. If the 
plastic material is isotropic then I can be expressed as a function of the stress invariants tr u, 
tr u 2 and tr u 3• In isotropic metal plasticity it is observed experimentally that for many 
materials yielding is effectively independent of a superposed hydrostatic pressure, or 
equivalently of tr u. This observation greatly simplifies the formulation and application of 
the theory. It is incorporated into the theory by restricting I to depend on u only through the 
deviatoric stress s, where 

s= u - ~ltr u. (2.1) 

Then tr s = 0 and I can be expressed as a function of tr S2 and tr S3. 
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For anisotropic materialsfis a function of u (or s) which is invariant under the appropriate 
transformation group which describes the anisotropy. A material reinforced by a single 
family of fibres, randomly distributed in their cross-sectional planes, is locally transversely 
isotropic with respect to the local fibre direction, which can be characterised by a unit vector 
a. In this case f is a function of the five invariants [2, 5, 12] 

tr u, 2 tr u , 3 tr u , a· u·a, 2 a, u ·a. (2.2) 

For fibre-reinforced metals we expect initial yielding to remain independent of tr u. We now 
have in [1] experimental confirmation that f is independent of the stress a· u . a in the fibre 
direction over a wide range of values of this stress. The extra-stress s', defined as 

s' = u - !(tr u - a· u· a)I + !(tr u - 3a· u· a)a®a, (2.3) 

(where a®a denotes the tensor product) has the property that s' is unchanged if u is 
replaced by u - pI + Ta®a for arbitrary p (representing a hydrostatic pressure) and T 
(representing a tension in the fibre direction). Thus s' is independent of hydrostatic pressure 
and fibre tension. Consequently, if f(ui) is expressed as a function of s', then f is 
independent of hydrostatic pressure and fibre tension. Thus s' has the same role in relation 
to independence of hydrostatic pressure and fibre tension as s has in relation to independ­
ence of hydrostatic pressure only. Furthermore, it follows from (2.3) that 

tr s' = 0, a· s'· a = o. 

Now the set (2.2) is equivalent to 

tr u, ,2 tr 8 , 
,3 tr 8 , a· u·a, 

(2.4) 

,2 a· s . a, 

so, if f is independent of tr u and a· u . a, and the material is transversely isotropic with 
respect to the direction a, then f may be expressed as a function of tr S,2, a· 8'2. a, tr S,3. For 
our purposes it is more convenient to use the equivalent set 

J = 1 tr S,2 - a . S,2 . a 1 2 , 
J ,2 
2=a·s ·a, (2.5) 

The restriction to dependence on these three invariants, together with the relations (2.4), 
represents a considerable simplification compared to a (2.2). 

In applications it is usually necessary to specify a particular form for f. In isotropic 
plasticity the commonly used yield functions are those which correspond to von Mises' and 
Tresca's yield conditions. For transversely isotropic materials, two forms which have been 
found useful in applications, and to agree well with experiment, are 

1 1 
(a) f = 2 J1 + k2 J2 - 1 , 

kT L 

and 

(b) f= 

J1I2 

-k1 - 1, for J2 ::::; k~ , 
T 

(2.6) 

(2.7) 
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Here kT and kL are shear yield stresses for shear on planes containing the fibres, in directions 
transverse and parallel to the fibres respectively. The form (2.6) is the most general yield 
function of the required form that is quadratic in the stress components, and so may be 
regarded as an analogue of von Mises' condition. The form (2.7) is a maximum shear stress 
condition, and so is analogous to Tresca's condition for isotropic plasticity. 

If the coordinate system is chosen so that a lies parallel to the xl-axis (in conformity with 
the notation used in [1]), then a = (1, 0, 0) and (2.6) becomes 

(2.8) 

whilst (2.7) takes the form 

f= (2.9) 
1 (2 2 )112 k 0"12+0"13 -1, 
L 

The parameters kT and kL are identified as shear yield stresses for shear on planes containing 
the fibres, in directions transverse and parallel to the fibres respectively. 

3. Associated flow rule 

We denote the velocity vector by v and its cartesian components by Vi. The rate of 
deformation tensor d has components dij defined by 

1 (aVi av j ) d =- -+-
ij 2 ax. ax.· 

J I 

(3.1) 

As is usual in plasticity, 'time' here need not be real time, but may be any parameter that 
orders the sequence of events. In the formulation of isotropic elastic-plastic theory it is usual 
to decompose d into an elastic part de and a plastic part d P• The decomposition may be done 
in various ways. When the elastic part of the strain is small there is little difference between 
the various formulations so we adopt a simple additive decomposition and set 

(3.2) 

The elastic strain-rate de is assumed to be related to the stress-rate by the elastic 
stress-strain law. For large deformations the stress-rate must be defined in a properly 
objective manner. Anisotropic behaviour does not raise any new issues in this regard so we 
do not elaborate on this subject. We observe that linear elastic stress-strain relations for 
transversely isotropic materials are well-known [e.g. 5, 9, 11-15]. 

It is usual to assume that the plastic strain-rate is related to the stress by the associated 
flow rule 

(3.3) 
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where for a perfectly plastic material it is a positive scalar factor of proportionality, and for a 
strain-hardening plastic material it depends on strain history. We consider the hardening case 
further below. The arguments used in support of the adoption of (3.3) are not affected by 
anisotropy or kinematic constraints. We follow common practice and assume (3.3). Then 
when f is expressed as a function of 11' l z and 13 we have 

It is straightforward to verify that 

Hence, in this model 

tr dP = 0, a' dP , a = O. (3.4) 

Therefore, plastic incompressibility and plastic inextensibility in the fibre direction are 
consequences of the assumption that yield is independent of hydrostatic pressure and fibre 
tension, together with the associated flow rule. 

For the particular forms of f given by (2.6) and (2.7), (3.3) gives, for the yield function 
(2.6) 

. { 1 1 } dP=A e (s'-a0a's'-s"a0a)+ e (a®a's'+s'a0a) , 
T L 

and for the yield function (2.7) 

!,L(S' - a®a' s' - s'· a0a) , 
dP= Ii(a0a's'+s"a0a), 

,LS' + (Ii - ,L )(a0a· s' + s'· a®a) , 

where ,L and Ii are positive multipliers. 

II = k~, 
II <k~, 
II = k~, 

l z < k~ , 
l z = k~, 
l z = k~ , 

If the coordinate system is chosen so that a = (1, 0, 0), then from (2.3) 

[ 
0 alz a 13 ] 

a0a's'+s"a0a= alz 0 0 , 
a 13 0 0 

and the resulting expressions for dP are given by inserting these in (3.5) and (3.6). 

4. Proportional hardening 

(3.5) 

(3.6) 

The post-yield behaviour even of initially isotropic plastic materials is complicated. An 
idealisation often introduced in isotropic plasticity theory is that the current state of 



www.manaraa.com

112 A.l.M. Spencer 

hardening can be described by a single parameter, usually taken to be the shear yield stress, 
k. It is further assumed that the current value of k depends on the deformation history 
through an 'equivalent strain', E, such that the convected derivative i is a function of the 
current plastic strain rate d~ and homogeneous of degree -1 in time. It is usually not 
explicitly stated, but is clearly necessary, that for isotropic response i must be an invariant of 
d~. Thus at most i is a function of 

(4.1) 

However d{; = 0, and so is discarded. The invariable practice is to identify (apart from a 
numerical factor which is unimportant) 

. = (dP.dP')1I2 8 q q , (4.2) 

although there seems no essential reason not to include also the third of (4.1). From (4.2) 
we then have 

and k = k(E). This constitutive assumption is termed isotropic hardening. 
We seek to extend these ideas to fibre-reinforced plastic materials. It is clear that in this 

case the description of the current state of hardening will require more than a single 
parameter; as a minimum the two shear yield stresses kT and kL are needed. Nor can it be 
assumed that k T and k L will depend on the deformation history through a single parameter, 
because, for example, shearing across and along the fibres may well affect the hardening 
differently. Thus we have to define several 'equivalent strain' parameters whose time 
derivatives are invariant under the symmetry transformation appropriate to transverse 
isotropy. These are the invariants of d P analogous to the invariants (2.2) of CT, namely 

a'dP'a, (4.3) 

However tr dP and a' d P • a are both zero. We follow the practice of isotropic plasticity and 
discard the third of (4.3), leaving two equivalent strain parameters which are derived from 
tr (d P )2 and a' (d P )2 • a. A convenient choice is ET and EL , where 

( 4.4) 

In particular, if the coordinate system is chosen so that a = (1, 0, 0), then 

·2 d2 d2 
E L = 12 + 13' 

and it is clear that ET and EL are associated with transverse and longitudinal shearing 
respectively. Our constitutive assumption is then 

(4.5) 

This appears to be the simplest analogue for transverse isotropy of the isotropic hardening 
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theory of isotropic plasticity. Since it seems inconsistent to talk of isotropic hardening of an 
anisotropic material, we use the term 'proportional hardening' for this theory. Under 
proportional hardening the yield surface has a fixed centre at the origin of stress space and 
expands (for strain-hardening material) as plastic deformation proceeds. The expansion is 
uniform in any given direction in stress space, but differs with the direction. Thus for 
example a yield surface that was initially a hyper-ellipse would evolve to another hyper­
ellipse, but in general the ratios of the lengths of the principal axes would not remain 
constant. 

It remains to relate A to the loading parameters. From (4.5) 

(4.6) 

We confine discussion to the yield functions (2.6) and (2.7) and their associated flow rules 
(3.5) and (3.6). For (2.6) we have, using (3.5) and (4.4) 

·2 = {2k-4J ET 1\ T l' (4.7) 

Hence from (2.6), when f= 0 

(4.8) 

Also from (2.6), during plastic loading, when j= 0 we have 

(4.9) 

Hence, from (4.6), (4.8) and (4.9) 

(4.10) 

This determines A in terms of the current stress, the current values of kT and kL' the 
hardening parameters akTlaET, akTlaEL, akLlaET, akLlaEu and the rate of change of the 
stress invariants J1 and J2 • The corresponding deformation-rate, in plastic loading, is then 
given by (3.5). 

The plastic work-rate Wp is given by 

(4.11) 

and hence, from (2.5) and (3.5), for the yield function (2.6) 

. . (J1 J2 ) • W =2'\ - + - =2'\ 
p e k 2 , 

T L 
(4.12) 

and, from (4.8) 
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W· = 2(k2 • 2 + k2 ·2 )112 
p T e T L e L • (4.13) 

Some possibilities for simplification suggest themselves. One is that kT and kL are 
functions only of the plastic work Wp. This is a plausible assumption in the case of a metal 
matrix reinforced by elastic fibres, if it is considered that the hardening of the composite 
originates in isotropic hardening of the matrix. In this case, from (4.12) 

(4.14) 

and it follows from (4.9) and (4.14) that 

(4.15) 

which determines it in terms of the current stress and stress rate. A further possible 
simplification is to suppose that the ratio kTlkL remains constant, which is also plausible if 
the composite hardening results solely from isotropic hardening of the matrix. 

Another possible simplification arises if it is assumed that the mechanisms for strain­
hardening in shear in the directions parallel and normal to the fibres are independent. In this 
case 

and (4.10) simplifies accordingly. 
Similar considerations apply if the yield function (2.7) is adopted, with its associated flow 

rule (3.6). In this case, from (4.4) and (3.6) 

During plastic loading, when j = 0, either 

or 

or 

12 < k~ 
12 = k~ . 
J2 = k~ 

Hence from (4.6), (4.16) and (4.17), during plastic loading 

(4.16) 

(4.17) 

(4.18) 
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and at a vertex 11 = k~, 12 = k~ of the yield surface, fL and v are given by 

The plastic work-rate associated with (3.6) is, using (4.16) 

when 11 = k~, 
when 11 < k~, 
when 11 = k~, 

12 < k~ 
12 = k~ . 
12 = k~ 

(4.19) 

( 4.20) 

In the special case in which kT and k L depend only on Wp ' it follows from (4.20) that 

Then, from (4.17) and (4.21), fL and v are given by 

. 2 . 2 dk T 1· _I) 
(JLkT + vkJ dW ="4 llkT 

dk p 1 when II = k~ , 
( 'k 2 'k2) L l'k- 1 

JL T + V L dW ="4 2 L 
p 

II = k~, 12 < k~ 
II < k~, 12 = k~ . 
II = k~, 12 = k~ 

( 4.21) 

Except perhaps when a vertex of the yield surface is involved, the Tresca-type' yield 
function (2.7) usually leads to simpler formulae than the 'von Mises-type' yield function 
(2.6). 

5. Kinematic hardening 

Kinematic hardening is characterised by a tensor a termed the 'back stress' or 'shift tensor' 
which represents a translation of the yield surface in stress space that depends on the strain 
history. For materials of the class under consideration, in the yield condition s' is replaced by 
s' - a. The tensor a must satisfy the same constraints as s', so we require 

tr a = 0, a·a·a=O. (5.1) 

It is necessary to specify evolution equations for a. For an isotropic material, it is common 
to adopt the rule proposed by Prager 



www.manaraa.com

116 A.l.M. Spencer 

a = c(e)dP • (5.2) 

For finite deformations, a must be an objective tensor-rate; the appropriate choice of a is a 
matter of discussion which we do not enter into here. 

We seek a suitable generalisation of (5.2) for transversely isotropic materials. It seems 
clear that a must depend on both eL and eT' Also the natural generalisation of (5.2) is to 
propose that a is a linear tensor function of dP with the appropriate invariance properties. 
This leads us to the form 

which is proposed as the appropriate form for fibre-reinforced plastic materials. 
If the coordinate system is such that a = (1, 0, 0) then 

and (5.3) becomes 

a 12 

HU22 - U33 ) 
a23 

6. General transverse isotropy 

o 
~ (d~2 - df3) 

d~3 

df2 
o 
o 

In the theory of Sections 2-5 it was assumed that yielding is independent of the fibre tension, 
and this led to the result a' d P • a = O. This assumption seems appropriate, and is supported 
by the results of [1], within the range of axial stress for which the yield or failure strain in the 
fibre is not exceeded. For brittle-elastic fibres, the theory applies up to failure by fibre 
breakage. For elastic-plastic fibres, an additional plastic flow regime involving plastic flow in 
the fibre direction must be included; for practical fibre composites, this will only become 
operative under fibre stress of large magnitude. Such an effect is incorporated in the 
bi-modal theory proposed by Dvorak and Bahei-el-din [16]. Extensions of the present theory 
to allow yield in the fibre direction have been outlined by Spencer [11, 12] and developed in 
more detail by Rogers [13,14]. 

It is also demonstrated in [1] that fibre-reinforced materials show strong kinematic 
hardening, especially in relation to the stress in the fibre direction. This is due to residual 
stress in the fibre and matrix following plastic flow in the fibre direction. Brief discussions are 
given in [11], [13] and [14]. 

7. Reinforcement by two families of fibres 

Similar considerations to those of Sections 2-5 can be applied in the case of an elastic-plastic 
material reinforced by two families of fibres (as for example, in a laminate comprised of 
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many alternate layers of uniaxially reinforced material with alternating orientations). Such a 
material is, macroscopically, monoclinic in symmetry, or orthotropic if either (i) the two 
fibre directions are orthogonal or (ii) the two fibre directions are mechanically equivalent. 

The two fibre directions are defined by unit vectors a and b, which are regarded as 
continuous vector fields. We denote by 2cp the angle between the two fibre directions, so that 

a· b = cos 2cp . 

The tensor 

s" = u + (1 + 3 cos22cpfl[{a· u· a + b· u· b - (1 + cos22cp)tr u}I 

+ {tr u - (2 cosec22cp)a· u . a - (cosec22cp - 3 cot22cp)b· u . b}a ® a 

+ {tr u - (2 cosec22cp)b· u· b - (cosec22cp - 3 coe2cp)a· u· a}b® b] 

(7.1) 

(7.2) 

has the property that s" is independent of superposed hydrostatic pressure, of superposed 
fibre tension in the a direction, and of superposed fibre tension in the b direction, with 

trs"=O, a·s"·a=O, b·s"·b=O. (7.3) 

If yielding is independent of hydrostatic pressure and the two fibre tensions, the yield 
function f is an isotropic invariant of s", a ® a and b ® b. Taking into account (7.3) it follows 
[4] that f can be expressed as a function of 

I = 1 tr S,,2 - a . S,,2 • a I 2 , I = a· S,,2. a 
2 ' 

I = Itr S,,3 3 3 , 

(7.4) 
I = 1 tr S,,2 - b . S,,2 • b 4 2 , 15 = a . s" . b cos 2cp , 16 = a· S,,2 . b cos 2cp 

and cos22cp. In the case when the two families of fibres are mechanically equivalent, then f 
has to be a symmetric function of a and b. 

The most general quadratic yield function that satisfies these conditions is 

(7.5) 

where c l' c2 and c3 have dimensions of stress and are functions of cos 2cp. If we choose the 
coordinate system so that the fibres lie in the planes X3 = constant and make angles ± cp with 
the Xl axis, so that 

a = (cos cp, sin cp, 0) , b = (cos cp, -sin cp, 0) (7.6) 

then (7.5) can be written in the form 

(7.7) 

where Y, k\ and k z can be related to c\, Cz and c3• If we further denote 
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Y = YI sin2cp = Y2 cos2cp = Y31cos2cp - sin2cpl , (7.8) 

then kl and k2 can be interpreted as shear yield stresses for shear on surfaces X3 = constant in 
the Xl and x2 directions respectively, and Yl' Y2 and Y3 as tensile yield stresses in the xl' X 2 

and X3 directions respectively. The flow rule associated with (7.5) and (7.7) is given in [4] 
and [5]. Proportional and kinematic hardening rules can be formulated in a manner similar 
to that used in Sections 4-5, but we omit details. 
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Playing with nonuniform grids 

A.E.P. VELDMAN] and K. RINZEMA2 

'Department of Mathematics, 2Laboratory for Materia Technica, University of Groningen, P.O. Box 800, 
9700 AV Groningen, The Netherlands 

Abstract. Numerical experiments with discretization methods on nonuniform grids are presented for the 
convection-diffusion equation. These show that the accuracy of the discrete solution is not very well predicted by 
the local truncation error. The diagonal entries in the discrete coefficient matrix give a better clue: the convective 
term should not reduce the diagonal. Also, iterative solution of the discrete set of equations is discussed. The same 
criterion appears to be favourable. 

1. Introduction 

Computational fluid dynamics has reached the level that simulation of flow around complex 
configurations is beginning to become routine. Grid generation is an important ingredient in 
these simulation methods, Often, boundary-conforming grids are generated, which necessari­
ly will be nonuniform. Additionally, it is generally expected that a high density of grid points 
is only necessary in regions of large solution activity (steep gradients, large curvature, etc.), 
whereas in the smoother regions of the solution larger grid cells can be used. It is believed 
that the reduction of grid points also leads to a reduction of computational effort. Based on 
these expectations, adaptive grid generation methods are being developed, which further 
enhance the nonuniformity of the computational grid. 

The next step in the simulation method is the discretization of the equations of motion. 
Discretization of nonuniform grids is not straightforward: e.g. there exist several ways to 
generalize the 'standard' central-difference formulas. In a number of papers such generaliza­
tions have been discussed; we mention [1-4]. These papers show that not every generaliza­
tion conforms to the above expectations. Thus selections have been made, mainly based on 
the local truncation error of the discretization method. 

This paper will reconsider some of these generalizations of the central-difference method. 
It appears that their performance can be completely different. 'Unlucky' generalizations can 
give rise to a dramatic increase of discretization error and computational effort when the 
number of grid points is reduced and the nonuniformity is increased, but much more benign 
behaviour can also be achieved, An explanation of this behaviour will be given in terms of 
the spectra of the discrete coefficient matrices. Additionally, the relation with finite-volume 
and finite-element discretizations will be discussed. 

Subject to our numerical experiments is a one-dimensional convection-diffusion equation, 
in a convection-dominated case: 

(1.1 ) 

with Dirichlet boundary conditions y(O) = 0 and y(1) = 1. Its solution reads 
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ex1k - 1 
y(x) = 11k l' e -

(1.2) 

Solutions of singularity perturbed problems like (1.1) consist of a boundary-layer part and a 
smooth (inviscid) part outside the boundary layer. In order to resolve the former part a small 
mesh size is required; outside the boundary layer larger grid cells can be used. 

Two discretization methods will be investigated - a simple one and a more sophisticated 
one - which for uniform grids both are equal to the central-difference discretization. We 
begin with an extreme example with only one interior gridpoint; thereafter more gridpoints 
are used. 

2. Finite-difference formulations 

Equation (1.1) will be discretized on a grid with grid points Xi (i = 0, ... ,N), where Xo = ° 
and X N = 1. The following abbreviations are introduced 

Y- = Yi-I , Yo = Yi' Y+=Yi+l' 

Two finite-difference methods will be investigated, which differ in the discrete treatment of 
the first-order derivative: 

Method A: 

h+ y + - Yo + h_ Yo - Y - + O(h _ h ). 
h+ + h_ h+ h+ + h h_ + -, 

(2.1) 

Method B: dy = h~y+ + (h: - h~)yo - h:y _ _ ! h h + O(h3) 
dx h+h_(h+ + h_) 6 + -Yxxx 

h Y+-Yo+ h+ YO-Y-+ O(h 2 ). 

h+ + h_ h+ h+ + h h_ 
(2.2) 

Method A simply estimates the local slope from the values in the adjacent grid points. 
Method B estimates the slope by passing a parabola through the three points Y _, Yo and Y + 
(Fig. 1). The local truncation error of Method A looks larger than that of Method B: it 
contains an additional O(h+ - h_) term proportional to Yxx ' and its coefficient of Yxxx is 

y+ 

Fig. 1. Discrete approximations of a first-order derivative on a nonuniform grid. 
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never smaller than the corresponding coefficient for Method B. For a uniform grid both 
methods equal the second-order central-difference approximation. For a nonuniform grid the 
formal order of the truncation error depends on the smoothness of the grid during grid 
refinement. On an algebraic grid (i.e. a grid obtained from a coordinate transformation) 
both methods have a second-order local truncation error, but on an exponential grid with a 
fixed stretching rate h + / h _ oF- 1 the local truncation error of Method A is only of first order. 

In both cases, the discrete derivative can be written as a linear combination of the slopes 
on the two adjacent intervals. The difference between both methods becomes clearly visible 
when h + and h _ are significantly different: in Method A the discrete derivative approaches 
the slope on the coarsest interval, whereas for Method B it approaches the slope on the 
finest interval. 

For both methods, the second derivative is discretized as 

(2.3) 

Next to the local truncation error, the global discretization error should be addressed. 
Thereto, let us consider quasi-uniform grids, i.e. grids for which the ratio between the largest 
grid cell and the smallest grid cell is bounded during refinement; these include algebraic 
grids, but not exponential grids. Manteuffel and White [5] have proved the global discretiza­
tion error of both methods to be of second order on quasi-uniform grids. Thus, asymp­
totically, for both methods the difference between the exact solution and its discrete 
approximation decays quadratically in the mesh size. However, as we will see, this gives only 
limited indication on the behaviour for finite, non-zero, mesh size. 

3. Numerical experiments 

3.1. One internal grid point 

By just looking at the shape of the solution of (1.1), it should be possible to approximate it, 
at least qualitatively, by a piecewise linear polynomial with only one internal point (N = 2). 
The location of this point should be somewhere near the edge of the boundary layer, e.g. at 
a position where the exponential exp(x/k) in (1.2) is 10-20% of its value at x = 1. This yields 
a grid point somewhere between x = 1- 2.3k and x = 1 - 1.6k. 

The discrete solution in this single grid point x = 1 - h+ can be computed analytically: 

(3.1) 

Method B: y = (1- h+)(I- h+ - 2k)/(1- 2h+ - 2k) = 1 + O(k). (3.2) 

The asymptotic behaviour is derived under the assumption that h+ = O(k). It easily follows 
from (3.2) that, for small values of k, Method B will not be able at all to approximate the 
exact solution (1.2). Method A can do a better job, as can be seen from Table 1. Here the 
discrete solution (3.1) is compared with the exact solution (1.2) for two small values of k: 
k = 10-2 and k = 10-5. Taking into account that only one internal grid point is used, we 
cannot expect any method to be better than Method A: by choosing h+ "" 1.6k the exact 
solution in this grid point can even be reproduced. 
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Table 1. Discrete versus exact solution of the convection-diffusion equation (1.1) using Method A with only one 
internal grid point 

k = 10-2 k = 10-5 

h+lk Discrete (3.1) Exact (1.2) Discrete (3.1) Exact (1.2) 

1 0.495 0.368 0.500 0.368 
1.6 0.197 0.202 0.200 0.202 
2 0.0 0.135 0.0 0.135 

3.2. More grid points 

Next, the nonuniform grid is refined to 10 grid cells to make the situation less extreme. 
Several grid point distributions will be investigated; some of them with abrupt changes in the 
size of the grid cells, some of them with more gradual changes. 

Abrupt grids 
The numerical experiments will begin with a grid consisting of two uniform parts. The 10 
grid cells are divided into 5 equal cells (h = k) inside the boundary layer, and 5 equal cells 
(h = 0.2 - k) outside the boundary layer. Thus the grid becomes 

Grid 1: Xi = i(0.2 - k), (i = 0, ... ,5) ; Xi = 1 - (10 - i)k, (i = 6, ... ,10) . 

Point i = 5 is the only point where the sizes of the adjacent grid cells are unequal: 
h_ = 0.2 - k and h+ = k. If we think this grid refined by halving the grid cells, the grid is 
quasi-uniform, but it is not algebraic. 

Figure 2 shows the discrete solution for both methods on Grid 1. For comparison the exact 
solution is also indicated. The difference between the two methods is obvious; Method A 
produces better results. 

In Grid 1, the point where the abrupt change in mesh size takes place is an odd-numbered 
point (i = 5). It could make a difference when this point would be an even-numbered point, 
since even-numbered grid points are better coupled to the boundary condition at X = 0 than 
odd-numbered grid points (due to the odd/even decoupling). Therefore we will also 
investigate a different grid (Grid 1'), with 4 grid cells of size 0.25 -1.5k and 6 grid cells of 
size k. Figure 3 shows that the solution of Method A is not very much influenced, but for 
Method B this change in the grid indeed makes a difference: the discrete solution strongly 
deteriorates! 

2 
k=10- 2 2 -5 

GRID 1 
k=10 

Y Y 

" " , 
- METHOD A ' , , ' 1 

A I' 1 
, 

1 
1\ 1 , 1 \ 1 . II 1 'I ' 1 

---- METHOD B II 
" 

I \1 \1 
0 0 

\ , , I , 
- - EXACT 

, 1 , I , 
\ , , I I 
\ , \ I I 
, I , I , 

-1 -1 
0 X 0 X 

Fig. 2. Discrete solutions on an abrupt grid with 5 coarse grid cells, and 5 fine grid cells. 
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2 
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-1'---------~ 

o x 

2 

y 
-5 

k=10 

o +---1------1 

-1 '--------''-------! 

o x 
Fig. 3. Discrete solutions on an abrupt grid with 4 coarse grid cells, and 6 fine grid cells. A comparison with Fig. 2 
shows a large sensitivity of Method B. 

Remark. It is stressed that on both grids there is only one grid point (i = 5) where the 
discrete formulas differ from central discretization. This is the only grid point where the two 
methods are different. It is surprising to see that one single grid point can have such a large 
influence. 

In a first attempt to explain the observed behaviour we refer to the limit form of both 
methods in case h+ and h_ are significantly different. Equation (1.1) possesses a boundary 
layer at the right-hand side of the interval, so a situation where h+ < h_ is the natural one. 
Evaluating the coefficients in (2.2) it follows that, in the extreme case where h+ ~ h_, 
Method B approaches a downwind (!) discretization. This can explain its bad behaviour. In 
contrast, Method A yields a discretization in which the upwind direction has the largest 
weight. 

In a grid point where h+ ~ h_ Method A uses mainly downwind information (although it 
does not become a downwind discretization), whereas Method B approaches an upwind 
discretization. To see whether this can bring Method A into difficulties, also a grid with fine 
grid cells near both ends of the interval has been tried. 

Grid 2: Xl"'" X9 = k, 2k, 3k, 0.25, 0.5, 0.75, 1- 3k, 1 - 2k, 1- k . 

Results for this grid are shown in Fig. 4. We see that Method A is hardly affected, but 
Method B is extremely bad (we must remember that there is still one grid point where it 
approaches a downwind discretization). 

In summary: On these quasi-uniform but non-algebraic grids, the local truncation error of 

GRID 2 

- METHOD A 

---- METHOD B 

- - EXACT 

2 j' -2 
,\ k=10 
" " 
" " " I' I, , , , , , ' , , \ ' I, I 

y 

o , , , , , , 
, \ 

_ 1 L-"'---------'-_-'-, --'---, 

o x 

2 

y 
-5 

k=10 

-1 '----'--------' 

o x 
Fig. 4. Discrete solutions on an abrupt grid with small grid cells near both endpoints of the interval. 
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2 2 

GRID 3 y y 

- METHOD A 

---- METHOD B o +---==-----' 
- - EXACT 

-1 L.-____ ~ -1 L.-____ ~ 

o x o x 
Fig. 5. Discrete solutions on an exponential grid. 

Method A is only of first order, whereas that of Method B is of second order. Nevertheless, 
Method A gives good results for all three grids, whereas Method B is not able to produce an 
acceptable solution at all. Thus the local truncation error does not give a reliable indication 
about the behaviour of the global discretization error. 

Exponential grids 
In the above examples (Grids 1 and 1') there is only one grid point with non-equal adjacent 
cells, but in that point the stretching rate h+lh_ is extremely small. We will next present an 
example where all cells are different, but where the stretching rate is closer to unity. An 
exponentially stretched grid is chosen with a constant factor between the size of the 
successive grid cells. The grid points Xi are given by 

Grid 3: X i + 1 = Xi + S(Xi - Xi-I)' (i = 1, ... ,9) , 

where the stretching rate is S = h + I h _. Further, as before Xo = 0 and X 10 = 1. When S is kept 
constant during grid refinement, such a grid is not quasi-uniform. 

Methods A and B are applied to (1.1) for k = 10-2 on a grid for which S = 0.7, and for 
k = 10-5 with S = 0.3. The coarsest grid cells have a size about 0.3 and 0.7, respectively. The 
finest grid cells are about 0.012 and 0.000014, respectively, and lie well inside the boundary 
layer. The results are shown in Fig. 5. For k = 10-2 both methods do a good job. For 
k = 10-5 Method B is having difficulties. 

3.3. Conclusion 

The results shown in Figs 2-5 have been summarized in Table 2, which shows the 
discretization error IIYex - Y112' computed with the trapezoidal rule. For all cases presented, 
Method A produces reasonable to fine results. Those of Method B are in most cases 
unacceptable, and can even be extremely inaccurate (e.g. on Grids l' and 2). From the 

Table 2. Discretization error IIYe. - yli2 for Methods A and B on various grids 

k 10-2 10-5 

Grid I' 2 3 1 I' 2 3 

Method A 0.005 0.005 0.025 0.009 0.005 0.002 0.035 0.067 
Method B 1.124 0.235 3.530 0.038 0.706 >103 >103 0.856 
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examples presented, it may be concluded that Method A is more accurate than Method B, 
although its local truncation error is larger. In the next section we will try to explain the 
observed behaviour. 

4. Analysis of discretization error 

To get a feeling about what is going on, it is good to have a closer look at the discretization 
error. Let the discrete system be given by 

Ay=r. 

The exact solution Yex satisfies a related equation 

AYex = r + 'Tloe , 

where 'Tloe is the local truncation error. The difference between the exact solution and its 
discrete approximation reads 

A-I 
Yex - Y = 'Tloe . (4.1) 

Thus the discretization error is built from the product of the local truncation error and the 
inverse of the coefficient matrix. The above experiments give an impression of the behaviour 
of this product. Although available analytical techniques are only of modest power, we will 
first try to explain the observed behaviour theoretically. 

Thereto, let us first consider the coefficient matrices of the above methods, denoted by AA 
and As respectively. They possess a tri-diagonal structure 

The coefficients are: 

-h_ -2k 
Method A: a_ = h_(h+ + h_) ; 

-h+ -2k 
a_ = h_(h+ + h_) Method B: 

2k 
aO=""hh ; 

+ -

(4.2) 

h -2k a =--+.!....-_-
+ h+(h+ + h_) 

h_ -2k 
a+ = h (h + h ) . 

+ + -

In the sequel, we will in particular consider the spectra of the coefficient matrix A and of 
the shifted Jacobi matrix (diag ArIA. These spectra can give information about the 
regularity of the coefficient matrix; also they play an important role in the convergence of 
iterative solution methods. In the discussion use will be made of the following Lemma: 

LEMMA 1. Let A be a positive real matrix (i.e. A + AT is positive definite). Then for any 
positive definite matrix Q, the matrix QA is N-stable (i.e. all eigenvalues have a positive real 
part). 

Proof. See Veldman [6]. 0 
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We begin the analysis with Method A. Here the convective term does not contribute to the 
diagonal. This enables us to prove that its coefficient matrix AA is N-stable. In the next 
section we will prove that the matrix (diag A A r lA A also is N-stable. 

THEOREM 1. The coefficient matrix AA of Method A is N-stable. 
Proof. The proof starts by scaling AA with a diagonal matrix H = diag(h+ + h_). The 

matrix HAA possesses an anti-symmetric part (HAA)a which stems from the convective term, 
and a symmetric part (HAA)s which stems from the diffusive term. The latter part is 
diagonally dominant and hence positive definite, so by definition HA A is positive real. Since 
H-1 is positive definite, it follows from Lemma 1 that AA = H-1(HAA) is N-stable. 0 

In Method B the convective term does contribute to the diagonal. Its contribution is 
negative when h+ < h_; it may even cause the diagonal to become negative. As we shall see, 
this is the reason that for Method B a similar theorem does not hold. This will be shown by 
determining the spectrum of AB numerically. 

Table 3 shows the eigenvalues of the coefficient matrices for Methods A and B on Grid 1. 
It is possible to associate the above eigenvalues with part of the grid. When the entries in a 
coefficient matrix like (4.2) are constant, under Dirichlet boundary conditions its eigenvalues 
are given by 

(4.3) 

Grid 1, as used in Table 3, consists of two uniform parts with five equal grid cells. Therefore 
set N = 5, and substitute the corresponding values for the coefficients a _, ao and a +. Then 
for both parts of the grid, (4.3) yields four eigenvalues. Assuming k to be small, these are 
given by: 

eigenvalues coarse grid cells: 50k ± 4.045i ; 50k ± 1.545i ; (4.4a) 

eigenvalues fine grid cells: (2 ± 1.40126)/ k; (2 ± 0.53523) / k . (4.4b) 

Comparing these values with those of Table 3 we can conclude: 
- the eigenvalues 1-4 of Method B approach the coarse-grid values (4.4a) as k ~ 0; 
- the eigenvalues 6-9 of Method A approach the fine-grid values (4.4b) as k ~ O. 
Thus we are tempted to associate eigenvalues 1-4 with the four points in the coarse part of 

Table 3. Eigenvalues of the coefficient matrix for Methods A and B on Grid 1. The fifth eigenvalue is 'irregular'; for 
Method B it can become negative 

Method A Method B 

# k = 10-2 k = 10-5 k = 10-2 k = 10-5 

1,2 0.898 ± 4.386i 0.354 ± 4.163i 0.414 ± 4.633i 0.0005 ± 4.045i 
3,4 1.736 ± 2.314i 1.250 ± 2.141i 0.426 ± 2.819i 0.0005 ± l.545i 
5 2.258 1.836 0.52 -6194.4 
6 61.71 59875.8 15.84 10441.8 
7 148.42 146478.5 122.39 119929.1 
8 254.64 253524.4 240.92 239565.7 
9 340.44 340126.2 336.65 336272.8 
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Fig. 6. 'Irregular' eigenvalue of coefficient matrix A (-) and shifted Jacobi matrix D-1A (---) for Method B on 
nonuniform Grid 1. Observe that both A and D can become singular. 

the grid, and eigenvalues 6-9 with the four grid points in the fine part. Eigenvalue 5 is left 
over; we will call it the 'irregular' eigenvalue. Let us now concentrate on this eigenvalue. 

For Method A the 'irregular' eigenvalue always has a positive real part, as this holds for 
each eigenvalue (Theorem 1), but Table 3 shows that for Method B the 'irregular' 
eigenvalue can become negative. To learn more about the behaviour of this eigenvalue we 
have computed it for a range of k-values. The result is presented in Fig. 6. We see that the 
'irregular' eigenvalue vanishes when k = kA ::::::0.0084, making A8 singular and the global 
error (4.1) increases without limit. For smaller values of k it becomes negative; A8 is no 
longer N-stable then. 

5. Computational effort and iterative performance 

Another aspect which is influenced by the discretization method is the way in which the set 
of equations can be inverted. As direct inversion is not always a feasible strategy, iterative 
techniques are often used. The structure of the matrix determines to a large extent which 
iterative techniques are applicable. 

The problem to be solved may make it desirable to base the iteration method on time 
integration of the unsteady, semi-discretized version 

dy 
dt + Ay = r. (5.1) 

This is especially the case for highly non-linear problems, where existence or uniqueness of a 
steady-state solution cannot be guaranteed. Then time-integration methods are the best 
means to pursue the solution since they follow the physics more closely. Equation (5.1) does 
only possess a steady-state limit if and only if the matrix A is N-stable; hence this property is 
a necessary condition for time-integration methods to converge. However, as we will show 
below, for one of the above discretization methods this condition cannot always be satisfied. 

As an example, consider first a grid with one internal grid point (N = 2, see Section 3.1). 
Method B yields a central coefficient ao which is negative. Hence, in this situation with one 
internal point, time integration in combination with Method B will never converge (unless 
one chooses !::.t < 0, or selects an integration method with a large amount of numerical 
diffusion). Of course, for sufficiently fine (uniform) grids Method B can successfully be 



www.manaraa.com

128 A.E.P. Veldman and K. Rinzema 

combined with time integration. Thus here a decrease of the number of grid points leads to 
an unlimited increase of computational effort! 

There are more iterative methods for which N-stability of the coefficient matrix is 
necessary (and sufficient) for convergence, e.g. Chebyshev iteration [6]. Other iterative 
methods, like JaR and SOR, converge under a different criterion, as formulated in the next 
Lemma (Young [7], Ch. 6). 

LEMMA 2. For consistently ordered matrices A, SOR and JaR converge for a sufficiently 
small relaxation parameter if and only if (diag ArIA is N-stable. 

Lemma 2 implies that the last example (N = 2 and Method B) can be treated by SOR or 
JaR. In general, however, convergence of SOR or JaR applied to the coefficient matrix 
from Method B cannot be guaranteed, as we will see below. In contrast, again Method A 
gives no problems. 

THEOREM 2. The shifted Jacobi matrix (diagAArIAA is N-stable. 
Proof. Let H be the scaling matrix defined in the proof of Theorem 1. As Hand 

D A = diag A are positive definite, also (HD Ar l is positive definite. Then it follows from 
Lemma 1 that D~IAA = (HDA)-I HAA is N-stable. 0 

Combining Lemma 2 and Theorem 2, it follows that the discrete equations created by 
Method A can always be solved iteratively by methods like JaR and SOR. As we saw earlier 
in Theorem 1, for these equations also time-integration methods are applicable. 

Since Method B cannot be treated analytically, we have determined the eigenvalues of the 
shifted Jacobi matrix numerically. As an example, in Table 4 the eigenvalues corresponding 
with Methods A and B on Grid 1 are shown. They come in pairs of which the sum equals 2. 
Again, it is possible to associate the eigenvalues with part of the grid. In the same way as 
above, the eigenvalues corresponding with the coarse and fine parts of the grid can be 
computed. When k~O we obtain: 

eigenvalues coarse grid cells: 1 ± 0.08090i/ k; 1 ± 0.03090i/ k ; 

eigenvalues fine grid cells: 1 ± 0.7006; 1 ± 0.2676. 

The first four eigenvalues of both methods can clearly be associated with the coarse part of 
the grid. We have arranged the other five according to their distance from 1. The fifth and 
sixth eigenvalue form the interesting 'irregular' pair; for Method B one of these eigenvalues 
can become negative (call this one #5). Its adjoint eigenvalue (#6) then becomes larger than 2. 

Table 4. Eigenvalues of D-1A for Methods A and B on Grid 1. Note that for Method B the fifth eigenvalue can 
become negative 

Method A Method B 

# k = 10-2 k = 10-5 k = 10-2 k = 10-5 

1,2 1.0 ± 7.68i 1.0 ± 8089.8i 1.0 ±7.64i 1.0 ± 8092.Oi 
3,4 1.0 ± 3.17i 1.0:t 3090.3i 1.0:t 2.9li 1.0:t 3090.3i 
5,6 1.0 ± 0.792 1.0 ± 0.824 1.0 ± 1.001 1.0 ± 0.997 
7,8 1.0 ± 0.485 1.0 ± 0.509 1.0 ± 0.565 1.0 ± 0.564 
9 1.0 1.0 1.0 1.0 
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To obtain more insight into its behaviour we have computed the 'irregular' fifth eigenvalue 
of D -IA for various values of k (Fig. 6). At k = k D = 0.05 the diagonal element ao vanishes, 
making D singular. As a result, for ktkD the imaginary part of the 'irregular' eigenvalue (and 
its adjoint) grows without limit (A ---? 1 ± ooi). When k decreases below k D this eigenvalue 
becomes negative real. For kikD it approaches minus infinity (and its adjoint approaches 
positive infinity). Lowering k further, the 'irregular' eigenvalue vanishes at k = k A where A 
becomes singular, and is slightly positive for k < k A • 

In summary: The coefficient matrix of Method A is never singular; it even is N-stable, hence 
time integration can be applied. Also, D~lAA is N-stable, therefore methods like SOR and 
JOR are applicable. For Method B it cannot be guaranteed that the coefficient matrix is 
N-stable, making time integration impossible. In fact, when the diagonal coefficient is 
negative, it turns out that either AB or D~l AB is no longer N-stable. Already for k = 1120, 
where the stretching rate in the irregular grid point is 1/3, the shifted Jacobi matrix becomes 
singular. Lowering k further, for k ~ 0.0084 (where the stretching rate is 0.04) the coefficient 
matrix AB itself becomes singular. 

6. Relation with other methods 

Methods A and B can be considered as two special members of a family of discretization 
methods which approximate the first-order derivative in a grid point as a combination of the 
derivatives on the adjacent intervals: 

(6.1) 

Method A is the only member of the family (6.1) for which the diagonal contribution 
vanishes. For all other members the diagonal is affected, and it is likely that they suffer from 
the same difficulties as Method B. This expectation has already been confirmed in a 20 
finite-volume context. Rossow [8] has studied two cell-vertex methods: the method of Hall 
[9] which in one dimension equals Method A, and the method of Ni [10] which in one 
dimension fits in (6.1) for w = 1/2. His calculations show that the method of Hall is better 
than the method of Ni, which is in agreement with our findings. 

In our experiments, the discretization has been performed in physical space. An alterna­
tive would have been to transform the equations to computational space, where the grid is 
uniform. However, now similar difficulties arise when the derivatives of the coordinate 
transformation have to be approximated; see e.g. Mynett et al. [11]. 

Also a link with finite-element methods can be made. These methods have become very 
popular, not in the least because of their good performance on irregular domains. Thus it is 
interesting to find out which finite-difference analogue corresponds with the 'standard' 
finite-element discretization: it turns out to be Method A. 

7. Discussion 

We have presented exploratory, one-dimensional calculations on nonuniform grids for two 
discretization methods. On uniform grids the methods are identical, but on nonuniform grids 
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they appear to behave quite differently. One of them is very sensitive to the choice of the 
grid, the other one is more benign. Also they react totally different on iterative solution 
techniques. This behaviour can be explained by looking at the spectrum of the coefficient 
matrices. 

Method A yields a matrix which is always N-stable and hence never singular. Even on 
extremely stretched grids this method produces acceptable discretization errors. Also the 
shifted Jacobi matrix (diagAAr1AA is N-stable. As a result most iterative solution methods 
are applicable. 

In Method B the convective term can reduce the diagonal of the coefficient matrix AB • As 
a consequence AB can become singular, hence the discretization error can grow without 
limit. Also AB and its shifted Jacobi matrix are not always N-stable, which restricts the 
number of applicable iterative solution methods. 

Thusfar, discussions about discretization methods on nonuniform grids have concentrated 
on the local truncation error. In 1971, Crowder and Dalton [1] already observed that Method 
B behaves poorly on abrupt grids. The improvement has been sought in constructing 
smoother grids, e.g. grids obtained from a coordinate transformation (i.e. algebraic grids) as 
described in [2]. For more recent discussions on this subject, see [3] and [4]. Method A has 
often been mentioned, but each time it was rejected because of its local truncation error. 
The present experiments show that this rejection has been premature; Method A is much 
more powerful than generally assumed. 

In conclusion: Nonuniform grids can be efficient, provided one chooses a suitable discretiza­
tion method. The local truncation error, which is smallest for Method B, does not give a 
useful indication about the suitability of a method. Instead, the above results strongly 
suggest to use Method A. The underlying principle seems to be that a convective term 
should never reduce the diagonal of a coefficient matrix. We have demonstrated this with 
some one-dimensional examples. It is likely that the above elementary findings carryover 
directly to more-dimensional problems. Because of the somewhat surprising nature of the 
results, further detailed research is recommended. 
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The Stewartson layer of a rotating disk of finite radius 

A.I. van de VOOREN 

Department of Mathematics, University of Groningen , P.O. Box BOO, 9700 AV Groningen , The Netherlands 

Abstract. It is shown that if a disk of finite radius and the surrounding medium rotate coaxially with slightly 
different angular velocities, an axial layer in the form of a cylindrical shell exists at the edge of the disk . This shell of 
thickness 0(£' '' ) has length 0(£ - ') in axial direction, where £ is the Ekman number. Its most characteristic 
element is the axial velocity of 0(£ 11 0) which is larger than everywhere else in the field . We calculate the velocity 
components and the pressure in this layer. 

1. Introduction 

In 1957 Stewartson published a paper [1] in which he considered the shear layers existing 
between two coaxial rotating planes of which the center disks rotate with a slightly different 
angular velocity . He found that if the deviations of the angular velocities of the disks from 
that of the planes are equal but opposite, a shear layer of thickness £ 113 exists, while if the 
deviations are equal in the same sense an additional layer of thickness £ 1 / 4 appears . This last 

layer is necessary in order to fit the azimuthal velocity of the inner region to that of the outer 
region . In the following such shear layers will be denoted as Stewartson layers. £ is the 
Ekman number. 

Greenspan gave in his monograph [2] a clear account of these Stewartson layers while 
Moore and Saffman [3] presented an analysis of different possibilities for a variety of 
situations. Hide and Titman [4] performed an experimental investigation on a rotating disk 
of finite radius placed in a cylindrical tank which itself is rotating with a slightly different 
angular velocity . They showed the existence of the Stewartson layer. 

In the present investigation a disk of radius a rotates with an angular velocity fl in an 
unbounded medium which itself rotates coaxially with angular velocity (1 - E')fl. Our 
problem will be linearized in the small Rossby number E'. The configuration is clarified in 
Fig. 1, where the various regions of the flow field are indicated. 

The rotation of the medium can physically be realized by thinking of a cylindrical tank 
rotating with an angular velocity (1 - E' )fl . Top and bottom of the tank must have a distance 
to the disk larger than O( £ - 1 ) in order that the Stewartson layer of the disk is not influenced 
by top and bottom of the tank (see also [3]). 

It will be shown that for our configuration there exists a Stewartson layer of thickness £ 1 n . 

There is no layer of thickness £1 / 4 since at both sides of the Stewartson layer (regions III and 
IV) the angular velocities are equal, viz . (1 - E')fl. Velocity and pressure distributions are 
dependent upon a similarity parameter T = Z / ,;, where, 1 is the stretched radial coordinate 
in the Stewartson layer. In this way expressions for velocity and pressure distributions are 
derived in the form of integrals, which have been evaluated by Romberg integration . 

At the point z = 0, '1 = 0, which is the point, where the Stewartson layer is joined to the 
Ekman layer [3], there exists a logarithmic singularity in the pressure. This singularity is 
responsible for the deflection of the boundary layer flow to the axial flow in the Stewartson 
layer. 
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Fig. 1. The configuration. I = Ekman layer, II = Stewartson layer, III = inner region, IV = outer region, V = upper 
region. 

The Stewartson layer II has small effects upon the region III and IV in the same way as 
the Ekman layer I induces an axial velocity in region III. 

2. General equations 

For an axially symmetric configuration the dimensionless equations of motion are in an 
inertial system of reference: 

(2.1) 

while the equation of continuity is 

1 a aw 
- - (ur) + - = 0 . 
r ar az (2.2) 

u, v and ware the radial, azimuthal and axial velocities, respectively. p is the pressure, 
E = vlna2 the Ekman number with v the kinematical viscosity coefficient. Lengths have 
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been made dimensionless with a, velocities with D,a and the pressure with pD,2 a2 where p is 
the fluid density. In order to satisfy the equation of continuity a stream function '" is 

introduced by 

1 d '" u=- -
r dZ ' 

1 d IjJ 
w= -- -. 

r dr 

The boundary conditions are 
at the disk 

Z=o, r<l: u=o, v=r, w=O, 

at infinity 

( 1 2 0 

u~o, v~ 1- E)r, w~o, p~ 2 (1- E) r- . 

3. The Ekman layer 

(2.3) 

(2.4) 

Since the Rossby number is infinitely small, all deviations from the original flow will be 
proportional to E. Introducing the boundary layer coordinate i = £ -1/2 Z, we may write 

u = ~ ah'(i) , v = r - ag( i) , 

1 7 

P = 2 (1 - 2E)r- . 

(3.1) 

Substitution in the equation (2.1) leads to 

-h"'+4g=4, h' + g"= 0, (3.2) 

while the third equation (2.1) shows that dP/ai= 0(£). The linearization in (3.2) is valid 
for 11'1 < 0(1). Boundary conditions for (3.2) are 

i=O: h=O, h'=O, g=O, 
(3.3) 

By elementary methods the solution of this system is obtained as 

g = 1 - e - Z cos i , h = 1 - e -Z(sin i + cos i) . (3.4) 

We now investigate whether the boundary layer exists also for r> 1 as is the case for a 
rotating disk in a fluid at rest, see van de Vooren and Botta [5]. The boundary conditions 
(3.3) are replaced outside the disk by 

i=O: h=O, h"=O, g'=O, 
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By the same elementary methods as used earlier, it is found that the only solution is g = 1, 
h = O. This means that outside the disk we can only have the original flow with v = (1- e)r. 

Hence, at r = 1 the Ekman layer suddenly ends, which means that there occur large 
changes in radial direction and this gives rise to a Stewartson layer. 

Finally, we calculate the torque acting on the disk. The tangential shear stress at the disk is 

_ 1"\2 2E1/2 av 
To - pu a ai 

and the torque is M = 27Ta3 fJ Tor2 dr. 
With av / az = - erg'(O) and g'(O) = 1, we find 

M 1 1"\2 5E 1I2 = - 2 e7Tpu a . (3.5) 

A negative value of M has a decelerating effect on the disk. 

4. Equations in the Stewartson layer 

The scaling of the various quantities in the Stewartson layer can be taken most easily from 
Greenspan [2], pp. 98 and 99. To comply with the rapid changes in radial direction, a 
stretched coordinate r 1 is introduced by 

1 E 1I3 
r = + r 1 • (4.1) 

r 1 and z are the independent variables in the Stewartson layer. The dependent variables are 
expanded as follows 

1/1 = eE 1/ZI/Il + eE5/61/12 + .. . 

u = eE 1I2u + eE5/6u + .. . 1 2 

v = (1 - e)r + eE 1I6v1 + eE 1I2vz + ... 

w = eE1/6w + eE 1/2w + ... 
1 2 

1 (1 )2 2 1/2 E5/6 P = 2 - e r + eE PI + e P2 + .... 

(4.2) 

This gives an axial flux O(EI/Z) which is the deflected radial flux of 0(EI/2) existing in the 
Ekman layer. The second terms in the expansion to E are a factor E1I3 smaller than the first 
terms. This is in agreement with (4.1) and (3.1) and, moreover, the second term in the 
expansion of w is required to match the term w = - eE1I2, present in the inner region as 
follows from (3.1) and (3.4). 

Substitution of (4.2) into the equations (2.1) and (2.2) leads to the following set of 
equations for the first approximation 

(4.3) 
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The terms of the third equation come from terms in (2.1) which are O(eE"\ while the 
neglected non-linear terms in this equation are 0(e2EI/3). Hence, it is required that 

lei < 0(E"6 ). 

For the second approximation the following set is obtained 

auz awz 
-+-+u =0. arl az 1 

(4.4) 

This approximation is only valid if lei < 0(E1I2). 
From equations (2.3) and (4.1) we find 

al/lz a 1/11 w=--+r-. 
2 ar 1 ar 

1 1 

(4.5) 

Elimination of all variables except 1/11 and 1/12 yields as fundamental equations 

(4.6) 

The Ekman layer which has thickness 0(EI/2) is reduced in the z-coordinate to z = o. Hence 
z = 0 must correspond to the outer edge of the Ekman layer. Moreover, the equations in the 
Ekman layer are only modified by a stretched coordinate 

since only then the second derivatives to r become of the same order as second derivatives to 

z. Thus, in the r I-coordinate this modification occurs at r I = O. For r I < 0 we have at the 
outer edge of the Ekman layer using (3.1), (3.4) and (4.1) 

O 1 112 5/6 1 E7/6 2 
Z = : 1/1 = 2 €E + eE rl + 2 e rl . 

Thus 1/11 = L 1/12 = r l , WI =0, w2 =-l. 
For r I > 0 where there is no Ekman layer we have 

Hence, the boundary condition for 1/11 is 

(4.7) 

where Vex) is the unit step function 

Vex) = 1 for x> 0, Vex) = 0 for x < 0 . 

The other boundary conditions are 

1/11 is bounded, 



www.manaraa.com

136 A.J. van de Voo,en 

'1 ~ -00: "'1 is bounded, 

, 1 ~ 00: "'1 ~ 0 . 

Boundary conditions for "'2 will be given later. 

5. Main solution in the Stewartson layer 

The stream function "'1 is solved by aid of Fourier transformation 

We take 1m W < 0 since "'1 # 0 for '1 ~ -00. 

The transformed equation becomes 

The boundary condition for z = 0 is 

( ) 1 foo 1 { ()} iwr 1 
Fl w,O = Y2ir -00 2 1- U'I e 1 d'l = 2iwY21T . 

Hence, 

F ( ) - 1 -lwl 3z/2 for z ~ 0 . 
1 W, Z - 2iwY21T e 

Transforming back we obtain 

1 f"" -iwrl _ e -lwl3zl2 
"'1('1' z) - -4. -- e dw, 

7Tl -00 W 
(5.1) 

where the path of integration has to pass below the pole w = O. We write 

1 foo -iwrl 1 f"" -iwrl _ e -lwl3z/2 e 
1/11('1> z) - -4· -- (e -1) dw + -4. -- dw. 

7Tl -"" W 7Tl -00 W 

In the first integral w = 0 is no longer a singular point, so we can integrate straight along the 
w-axis. The integration path of the second integral is closed by the infinitely large semi-circle 
in the half plane 1m w > 0 if 'I < 0 and by the semi-circle in the half plane 1m w < 0 if , 1 > o. 
By the residu theorem this gives! U( -, I) as a result for the second integral. Then 

( ) __ 1_ Joo cos W'I - i sin W'I ( -lwl3z/2 _ ) ! (_ ) 
1/11 '1> Z - 4 . e 1 dw + 2 U 'I . 

7Tl -00 W 

Since the integrand with cos W'I is odd in w it gives no contribution and we retain 

(5.2) 
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For z ~ 00 the value of the integral is 1T 12 if r 1 > 0 and -1T 12 if r 1 < o. This means that 

1 
1/11 (r l' (0) = 4 for all finite values of r 1 and 

1 
0/1(0, z) = 4 for all finite values of z. 

The integral in (5.2) is an odd function of r 1 and hence needs only to be calculated for r 1 > O. 
Putting wr i = y, we can write for r l >0 

_ 1 1 IX sin y _y3T12 d ---- --e y. 
4 21T 0 Y 

(5.3) 

This formula shows that 1/11 only depends upon the similarity parameter 

(5.4) 

Moreover, for r l ~ 0, 7~ 00, (5.3) gives again 1/11 = 114, so (5.3) is valid for r l ~ o. For r l ,;::; 0 
we have 

( ) _ 1 1 r sin y y3TI2 
0/1 rp z - 4 + 21T Jo -y- e dy. 

For any finite value of z and r l varying from -00 to +00, 0/1 varies from 1/2 to O. Thus, the 
axial mass flow in the Stewartson layer is for any finite z equal to 21TeEI/2/2. This is exactly 
equal but opposite to the axial mass flow in the inner region which is 

-21TeE 1I2 r h(oo)r dr, 

where h(oo) = 1 is determined in the Ekman layer. For finite z there is no interchange 
between the two mass flows. That the axial velocity is constant in the inner region is due to 
the Taylor-Proudman theorem. However, there is a small viscosity v = O(E) and this causes 
the axial velocity in the inner region to diminish at a distance z = O( E -I), that is where the 
upper region V (Fig. 1) begins. The axial velocity in the Stewartson region diminishes with 
increasing z as a result of the widening of this layer proportional to z 1/3. In the upper region 
the two axial mass flows begin to annihilate each other. 

Numerical values for 1/11 are obtained by Romberg integration of the integral in (5.3). The 
infinite integration interval is ended when the integrand becomes smaller than 10-9• Results 
for 0/1 (7) are presented in Table 1 and Fig. 2. 

For negative values of 7(rl < 0) we have 

By expansion of the exponential in (5.3) we obtain in the limit dO 

7 3 
I/I1(7)=-21T +0(7). 
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Table 1. The function I/!I(T) 

T 

o 
0.001 
0.01 
0.03 
0.04399 
0.05 
0.1 
0.125785 
0.25 
0.438175 
1.339016 
5.205917 

44.867564 
00 

o 
-0.000 158744 
-0.002505524 
-0.014295372 
-0.016061169 
-0.015 834700 
-0.006200428 
o 
0.025 184891 
0.05 
0.10 
0.15 
0.20 
0.25 

Negative values of 1/1, (T) occur for 0 < T < 0.125 785. The streamlines 0 < 1/1, (T) < 0.5 origi­
nate from the Ekman layer by way of the point r, = 0, Z = O. The main flow takes some fluid 
with it (negative values of 1/1,) which originates from the outer region. The minimal value of 
1/1, occurs for T = 0.04399 and this corresponds to a streamline with zero velocity. At the 
other side of the Stewartson layer some streamlines with 1/1, > 0.5 exist, which means that 
some fluid is attracted from the inner region. 

We can find the behaviour of 1/1, for large values of T by using the series expansion for sin y 
in (5.3). We obtain 

1'" . 2' /3 1"" 00 22nI3t2(n-')/3 
1= sm y e-y3T/2 dy = - 2: (-If !, ,e-gT dg , 

o Y 3 0 n~O (2n + 1). 

1.4 

tPl =0. 5 

1.2 /0.2 

1.0 

-1.0 -0.5 0.0 0.5 1.0 

Fig. 2. Streamlines in the 'I - z plane. 



www.manaraa.com

Stewartson layer of a finite disk 139 

where g = /12. Introducing gT = U as a new variable the integrals lead to f-functions and the 
result is 

and 

(5.5) 

For r l > 0 the radial velocity u l is equal to 

_ B«/II _ ! d«/ll __ 1_IOC 2· -y3T 12 d 
U I - - 3 d - 3 Y sm ye y . 

Bz r l T 47Tr l 0 
(5.6) 

Furthermore, u l is an odd function of rl' so u(-r l ) = -u(rl)' For dO which occurs if z~O, 
r =1= 0 but also for z finite and r l ~ 00, we find 

1 
u l = - --3' 

27Tr l 

For T~ 00 we obtain an expression in the same way as we did for «/II' The result is 

(5.7) 

(5.8) 

which is also obtained by direct differentiation of (5.5). Figure 3 shows u l as a function of r l 

for some values of z. 

2.0 r---,----r------,,.-----.---,---.,-----,----r----, 

Fig. 3. The radial velocity u, as function of r1 for some values of z. 
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For'l > 0 the axial velocity WI is equal to 

(5.9) 

For z = 0 this gives WI = 0, while for z finite and 'I -7 00 (T-70) we obtain 

(5.10) 

WI is an even function of,l' so W(-'I) = W('I)' 
Finally, by differentiation of (4.7) we have for z = 0, WI = ! 5(, I)' where 5(x) is the Dirac 

5-function. 
The expansion of W I for T -7 00 becomes 

Figure 4 shows W I as a function of 'I for some values of z. 
For calculating the remaining variables VI and PI we proceed as follows. 

differentiate WI to '1' we replace y by W'I in (5.9) 

By using 

d e -w3z/2 3 
2 -w 3z/2 

dw = - 2 W z e 

(5.11) 

In order to 

0.7 ,----,.----r---,---..,...---.------,.----r---,------, 
W, 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

Z=O 
0.0 

0.2 0.4 0.6 

-0.1 

Fig. 4. The axial velocity WI as function of 'I for some values of z. 
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and applying partial integration the result for WI becomes 

(5.12) 

Then, from (4.3) we obtain 

(5.13) 

Since direct integration to z produces a divergent integral, we first calculate 

and then integrate to z. Hence 

api 1 I"'· {-w 3Z/2 C()} d - = - - SIO wr l e + r l w. 
arl 1t' 0 

(5.14) 

Again from (4.3) 

1 r"'. {-w 3Z/2 C( )} d 
VI = - 21t' Jo SIO wrl e + rl w . 

Furthermore, we have 2u I = a2VI/iJri and thus 

1 l'" z· -w 3zlZ d 1 I'" . -W3ZIZ{ Z () d2CJ } ul = -4 w SIO wrl e w + -4 SIO wrl e w C r l - --Z dw. 
1t' 0 1t' 0 dr I 

Comparing this result with (5.6) we see that the second term must vanish. This leads to 
C( r I) = 0 since the possibilities C( r 1 ) = sinh wr I or cosh wr I are excluded as V I ~ 0 for 
r l ~ 00. Hence 

_ 1 1"'· -y3T /2 d v I - - -2 - SID Y e Y . 1t'rl 0 
(5.15) 

Writing (5.12) also in terms of y, it follows that WI and VI are the real and imaginary parts of 

1 J'" -iy -y3T /2 d -2- e e y, 1t'rl 0 

which is in agreement with [3]. 
Finally, (5.15) shows that for T~O (dO, r l >0 or z finite and r l ~oo) we have 

1 
VI = - 21t'r l . (5.16) 

The expansion of V I for T ~ 00 is 

(5.17) 
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Figure 5 shows v I as a function of r I for some values of z. v I is an odd function of r p 

vl(-rl ) = -vl(rl )· 
It follows also from (5.13) that 

api 1 100 
2 _ 3T I2 - = - --3 Y cos Y e Y d Y . az 27Tr l 0 

Expanding this again for T ~ 00 the result is 

api = _ ~ {~ _ f(n ri 2113ro) r~ _ ... } 
az 37T z 2113 Z5/3 + 12 Z7/3 , 

which agrees with differentiation of (5.11). 
Integrating, we obtain as expansion of PI near r l = 0 

1 { 3f(~) ri 2113ro) r~ } 
PI = - 37T In z + ~ Z2/3 - 16 Z4/3 + ... + CI(r l )· 

For arbitrary values of r l and z > 0, we can write 

Since the pressure is only fixed up to an arbitrary constant, we may take CI (0) = O. 
Substituting the value for api/arl from (5.14) with C(rl ) = ° and performing the integration 
to r I' we find for positive values of r I 

1 1 1 I'" 1 - cos Y -y3T12 d p=--nz-- e y 
I 37T 7T 0 Y , (5.18) 

where again y has been written for wr l . 

0.0 0.5 1.0 1.5 2.0 2.5 r1 

-0.1 

=1 

-0.2 

"'z=O.l 
-0.3 

-0.4 

-0.5 

-0.6 

-0.7 

-O.S 

-0.9 

Fig. 5. The azimuthal velocity VI as function of r l for some values of z. 
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In order to investigate the behaviour of p] for finite z and r] ~ 00, we have to evaluate the 

integral in (5.18) for small values of 7. This integral is written as 

1· {IX 1 - y3712 d IX cos Y _y371 2 d } 1m - e y - -- e y , a > 0 . 
a--->O a yay 

(5.19) 

The first integral is 

Ix 1 _y37 12 _ 1 L~ e -u _ 1 (1 3) 
- e dy - -3] - du - -3 E] -2 a 7 , a y za37 U 

according to [6], formula (5.1.1). For small values of a we have, see [6], (5.1.11) 

1 (1 3) 1 { 1 3 3 } 3" E] "2 a 7 = 3" -y -In "2 a 7 + O(a 7) , 

where y is Euler's constant. Hence in the limit a ~ 0 

Ix 1 - y371 2 1 1 1 3 
- e dy = - - y + - In 2 - In a - - In 7 + O(a 7) . 

a y 3 3 3 

For small values of 7 the second integral in (5.19) is reduced as follows 

where the exponential has been expanded. From [6], formulae (5.2.27) and (5.2.16) we have 
for a~O 

Ix cos y . 
-- dy = -CJ(a) = -y -In a . 

a y 

The conclusion is that 

Ix 1 - cos Y -V 37/2 2 1 1 2 
o y e· dy = 3" y + :3 In 2 - :3 In 7 + 157 

and, substituting in (5.18), for 7~0 the pressure becomes equal to 

1 1 15z2 

P = - - In r - - (2y + In 2) - - . 
] 1T I 31T 7rr~ 

Since the pressure is an even function of r I we can write for H ~ 0 

1 15z2 

PI = - - In [rl[- 0.1960341- -6 . 
1T 1Tr I 

(5.20) 

For arbitrary values of r l and z >0 we have (5.18). For some values of z, PI is given as 

function of r l in Fig. 6. It may be remarked that (5.10) and (5.20) satisfy the relation 

ap]/az = a2Wl/ar7 in (4.3). 
The infinitely large pressure at the singularity r] = 0, z I = 0 is the fundamental reason of 

the deviation of the flow from the Ekman boundary layer toward the Stewartson layer. 
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Pl 
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Fig. 6. The pressure P1 as function of'l for some values of z. 

6. The inner, outer and upper regions 

The flow in the inner region for ri1 should be matched to the flow in the Stewartson layer 
for r1 ~ -00. With r1 = - E- 1I3(1- r) and taking into account the even or odd character of 
the functions, we find from (4.2), (5.7), (5.10), (5.16) and (5.20), for ri1 

./, =! E1/2 
'I' 2 e , 

3/2 1 
u = eE ( )3 , 27T 1- r 

112 1 
v = (1- e)r + eE 27T(1 _ r) , (6.1) 

W - E1I2 E3/2 3z - -e - e 
27T(1- r)4 , 

1 2 2 1 112 1I2{ 1 } p = '2 (1- e) r + 37T eE In E - eE ;. In(l- r) + 0.1960341 . 

In general, we can write in the inner region 

./, =! E1/2 2 + E3/2./,. 
'I' 2 ere '1'" 

E 3/2 
u= e ui ' 

v = (1- e)r + eE 1I2vi , (6.2) 

W = - El/2 + E3/2 e e Wi' 

1 (1 )2 2 1 1I2} E 112 P = '2 - e r + 37T eE n + eE Pi' 
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where the limiting values of the variables ui etc. for ri1 are given by (6.1) while 

1. z 
1m I/Ii = 3 . 
rtl 217"(1 - r) 

The equations to be satisfied by the variables are 

1 al/li 
U·=- -, 

I r az 
1 al/li w =---

i r ar . 

(6.3) 

Since Pi is independent of z, it follows from the first equation, that also Vi is independent of z 
which is the reason that the term a2v;f az2 could be omitted in the second equation. Only I/Ii 
and Wi are linear in z, the other variables being independent of z. 

In the outer region we have 

V = (1 - E)r + EE 1I2vo , 

E3/2 W = E wo , 

1 (1 )2 2 1 112 1/2 
P = :2 - E r + 317" EE In E + EE Po' 

The limiting values for r Hare 

z 
I/Io~ - 21T(r - 1)3 , 

3z 
w~----.. 

o 21T(r - 1)4 , 

1 1 
Uo~ - 21T(r _ 1)3 , Vo~ - 21T(r - 1) , 

Po~ - {.; In(r -1) + 0.1960341} . 

(6.4) 

The variables in the outer region also satisfy (6.3). Again 1/10 and Zo are linear in z, the other 
variables are independent of z. 

The equations (6.3) are only modified when z becomes 0(E- 1). We then have for the 
upper region 

E 3/2 U = E uu ' 
( ) 112 

V = 1 - E r + EE vu ' 

E 1/2 
W = E wu ' 

1 (1 )2 2 1 E1/21 E E1I2 P = :2 - E r + 317" E n + E Pu . 

With z = E -1 Z u the equations become 
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2u = a2vu + ~ (Vu) 
u ar2 ar r ' 

1 al/1u 
W =---. 

u r ar 

Only the third equation is changed in comparison with (6.3). For zu~O the limits of I/1u and 
W u are different in case r is smaller or larger than 1 

r<1: 
1 2 ./, --+ - r w --+-1 

'I'u 2' U 

r> 1: 

It follows that the solution in the upper region contains a singularity at the point r = 1, 
zu = O. At the scale of the upper region, the Stewartson layer is reduced to the point r = 1, 
Zu = O. In the upper region it no longer exists as a layer but its influence in the whole region 
is apparent through the singularity. The variable T = Z / ri of the Stewartson layer becomes 
z)(r _1)3 in the upper region. 

7. Second approximation in the Stewartson layer 

It was shown in Section 6 that the Stewartson layer gives rise to axial velocities 0(E3/2) in 
the inner and outer regions. However, in the inner region there is a more important axial 
velocity w = -eE II2, due to the Ekman layer, which is lacking in the outer region. The 
second approximation in the Stewartson layer will show how the transition from w = - eE l/2 

to w = 0(£112) occurs. The fundamental equation is given by (4.6) as 

(7.1) 

Boundary conditions are 

z --+ 00: 1/12 is bounded, 

The solution of 1/12 is again found by aid of Fourier transformation 

The transformed equation is 
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Substituting FI from Section 5 we obtain 

Due to the bounded ness of F2 for z~oo, the solution can be written in the form 

Fourier transformation of the boundary condition for z = 0 yields 

while substitution of F2 in the differential equation gives 

31cul B=--8V21T . 

The solution for 0/2 then becomes 

Ix 1 -iwr d ] + -oe I cu . 
-ox w-

The last integral has a double pole at z = 0 with residue -ir1• For r1 < 0 the integration path 
is closed by the infinitely large semi-circle in the half plane 1m cu > 0 and by the semi-circle in 
the half plane 1m cu < 0 if r 1 > O. The result is 21T r 1 U ( - r 1 ). In the other integrals we replace 
e -iwrl by cos cur1 - i sin curl' Remarking that the integrals with cos curl are even in cu but 
those with sin cur 1 odd, the result is 

(7.2) 

Expanding the exponential we find for z ~O 

Except for the first term, o/2(rl, z) is even in r 1• The axial velocity will be calculated from the 
formula W 2 = -ao/2 Iar l + r l ao/11arl' see (4.5). 



www.manaraa.com

148 A.I. van de Vooren 

From (7.2) and (5.2) we have 

al/lz 1 L"" sin wrl (-w 3ZIZ) 3z L"" z· -w 3zlZ - = - - e -1 dw - - w sm wr e dw + U(-r ) arl 7T 0 W 87T 0 I I , 

a 1/11 1 L"" -w3zlZ 1 - = - cos wr (1 - e ) dw - - ~(r ) . ar 27T 0 I 2 I 
I 

Using 

and 

we obtain 

1 r ( sin wrl ) -w3zlZ 3z ("" z. -w3zlZ 1 
W z = 27T Jo 2 w - r l cos wr l e dw + 87T Jo w sm wr l e dw - 2" . 

Partial integration of the last integral gives 

1 r ( sin wrl ) -w3zlZ 1 
W z = 47T Jo 4 w - r l cos wr l e dw - 2" 

or 

1 L"" (4 sin y ) _y371Z d 1 l'f 7 -- Z3 >0 W =- ---cosye y--
Z 47T 0 Y 2 r 1 

and 

1 L"" ( sin y ) 37 1Z 1 W = - - 4 -- - cos y eY dy - -
Z 47T 0 Y 2 

It is seen that W z only depends on 7. For 7 ~o we have 

while for 7 < 0 

77 3 
W z(7)=-1-wz(-7)=-1+ 47T +0(7) 

holds. Results for W z are presented in Table 2 and Fig. 7. 
The contribution to W for I r 11 ~ 00 is 
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Table 2. The function W2(T), T = 0.027171 gives maximum of W2(T) 

T 

o 
0.00001 
0.027171 
0.D75277 
0.1 
0.219096 
0.617158 
2.281694 

19.107978 
oc 

Matching to the inner region gives for ri1 

and the outer region 

3/2 7z 
w = eE ( )3 . 47T r - 1 

o 
0.000005570 
0.041872 659 
o 

-0.023631987 
-0.1 
-0.2 
-0.3 
-0.4 
-0.5 

This yields further terms in the expansions for r~ 1 of the solutions in the inner and outer 
regions as given by (6.1) and (6.4). 

Z .8 

.6 

-0.6 
1.4 

w2= -0.5 
-0.4 

1.2 

1.0 

-1.0 -0.5 0.0 0.5 1.0 

Fig. 7. The axial velocity W 2 in the '1 - z plane. 
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The radial velocity follows from u2 = al/l2 /az - r l al/li/az. Using (7.2) and (5.6) the result 
turns out to be 

1 r (3 2.) -w3z/2 d 
U 2 = - 87T Jo W cos wr1 + w r l sm wrl e w 

or 

1 loo (3 2.) _y3T /2 d ·f 0 
Uz = - --2 Y cos Y + Y sm Y e Y IT> . 

87Tr l 0 

U 2 is an even function of r I. The contribution to u for I r II ~ 00 is 

E5/6 5 
e --2' 

87Tr1 

which gives by matching to the inner and outer regions a term 

E3/2 5 
e 2 

87T(r -1) 

in addition to the terms already obtained in (6.1) and (6.4). 
After elaborate calculations along the same lines as in Section 5 we find the following 

results for P2 and v2 

- _ 2 {I loo y(3 + cos y) - 4 sin Y _y3T /Z d C } 
P2 - 2 n z + 2 e Y + 3 

7T 0 Y 
if T > 0, 

1 {I loo 3(1 - cos y) - y sin y _y3T /2 d c} I·f T > 0 . 
V2 = - -4 n z + e y + 3 

7T 0 Y 

P2 is odd and V2 is even in r l . For small numbers of T we obtain 

where C4 = 4 - 2y -In 2 - C3 • The constant C3 is determined by the flow outside the 
Stewartson layer. 

Matching of P2 and V2 gives further terms in the asymptotic expansions of Pi' Po, Vi and Vo 
for r~ 1 in the inner and outer regions. 

8. Conclusions 

A rotating disk placed in a fluid rotating coaxially with a slightly different angular velocity 
shows at its edge a Stewartson layer of width 0(EI/3) and height 0(E- 1 ) provided 
lei < 0(El/6). This layer is due to the sudden deflection of the boundary layer flow into an 
axial flow if e > 0 and reversely if e < O. The deflection is caused by a logarithmic pressure 
singularity at r 1 = 0, z = o. 
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Velocity and pressure distributions in the Stewartson layer have been evaluated and 
calculated for some values of z as functions of rl' see Figs 2 to 6. Due to the occurrence of 
the similarity parameter T they have a simple analytic form. 

The orders of magnitude of the various quantities in the Stewartson layer are 

stream function t/J 0(£112) , 

radial velocity u 0(£112) , 

azimuthal velocity u 0(£116) , 

axial velocity w 0(£116) , 

pressure p 0(£1/2) . 

The everywhere present azimuthal velocity u = (1 - E)r and corresponding pressure p = 
H1 - E)2r2 have been left out of account. The orders of magnitude in the inner and outer 
regions are respectively 

t/J 
0(£ 112) mner 

U 

0(£3/2) 

0(£3/2) 

u W p 
0(£1/2) 0(£112) 0(£111 In £) + 0(£1/2) , 

0(£1/2) 0(£3/2) 0(£1/21n £) + 0(£1/2). 

The reduction of the axial velocity of 0(£1/2) in the inner region to 0(£3/2) in the outer 
region has been investigated with the aid of the second approximation of the solution of the 
differential equations, see Section 5. This approximation, which is valid for lEI < 0(£1/2) 
gives contributions in the Stewartson layer of the following orders of magnitude 

t/J u u W 

0(£5/6) 0(£5/6) 0(£112) 0(£112) 

In the upper region the orders of magnitude are the same as in the inner region, which 
means that w is also 0(£112). 

Note added in proof 

It appears that the homogeneous differential equation 

has additional solutions. These might be excited by the Ekman layer at the singular point 
r 1 = 0, Z = O. It means that the solution t/J2 might be modified by an additional term 
containing an unknown factor. Whether this is the case should follow from an investigation 
of the region connecting the Stewartson and Ekman layers. Such investigation is being 
performed. 



www.manaraa.com

152 A.I. van de Vooren 

Acknowledgement 

The author wishes to thank Kees Visser for programming the figures for this paper. 

References 

1. K. Stewartson, On almost rigid rotations. J. Fluid Mech. 3 (1957) 17-26. 
2. H.P. Greenspan, The Theory of Rotating Fluids. Cambridge University Press, Cambridge (1968). 
3. D.W. Moore and P.G. Saffman, The structure of free vertical shear layers in a rotating fluid and the motion 

produced by a slowly rising body. Phil. Trans. Roy. Soc. A264 (1969) 597-634. 
4. R. Hide and c.w. Titman, Detached shear layers in a rotating fluid. J. Fluid Mech. 29 (1967) 39-60. 
5. A.1. van de Vooren and E.F.F. Botta, Fluid flow induced by a rotating disk of finite radius. J. Eng. Math. 24 

(1990) 55-71. 
6. M. Abramowitz and I.A. Stegun, Handbook of Mathematical Functions. Dover (1965). 



www.manaraa.com

Journal of Engineering Mathematics 26: 153-158, 1992. 
H.K. Kuiken and S.W. Rienstra (eds), Problems in Applied, Industrial and Engineering Mathematics. 
© 1992 Kluwer Academic Publishers. 153 

Causality and the radiation condition 

John V. WEHAUSEN* 
Department of Naval Architecture and Offshore Engineering, University of California, Berkeley, California, USA 

Abstract. For a hydrostatically stable floating body making small oscillations about a fixed position as a result of 
external forces and moments, it is shown that the radiation condition implies that the motion at time t depends only 
upon the forces and moments at times ~t, i.e. that the future does not determine the present. 

We wish to consider here one aspect of the motion of a body floating in a heavy fluid. The 
motions will be assumed to be small enough so that the equations may be linearized. In 
order to describe the motion of both body and fluid, we shall adopt a right-handed 
coordinate system with Oz directed against gravity, Ox to the right, and Oy into the paper. 
The plane Oxy lies in the undisturbed free surface. The small excursions that the body makes 
about its fixed equilibrium position will be denoted by a], ... , a 6 , where a], a 2 , a 3 represent 
translational displacements and a 4 , as, a 6 angular ones. The dynamical constants of the body 
will be denoted by m ik where m]] = m 22 = m33 = m, the mass of the body, and 

where p is the density distribution of the body, ,2 = XiX;, and the integral is taken over the 
body. All other mik are zero. In the equations to be given below Cik are the hydrostatic 
coefficients, I-Lik are the added masses as defined by Cummins (1962) (i.e., the added masses 
at infinite frequency), and Lik(t) is a weighting function defined in terms of the velocity 
potential for the fluid motion. Its definition as well as those of I-Lik and Cik may be found in 
Wehausen (1971 or 1967). An important property of Lik is that it is zero for t < O. Let XJt) 
be the force (i = 1,2,3) or moment (i = 4, 5, 6) to which the body is subjected. Xi(t) may be 
a result of oncoming waves, of wind, or of some other exterior forcing mechanism. We 
suppose Xi(t) to be absolutely integrable. 

In order to accommodate the possibility that only certain modes of motion are allowed, we 
shall suppose that the subscripts i, j or k may be restricted to some subset A of the integers 
1,2, ... ,6. Then the linearized equations of motion for the body are as follows (see 
Wehausen, loco cit.): 

(1) 

Repeated indices are summed over the integers belonging to A, non-repeated indices take on 
successively the integers in A. 

The equations are a natural candidate for a Fourier or Laplace transform. We shall use the 
Fourier transform: 

'Editorial member from 1967-1986. 
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Xk(t) = L~ Xk(lT) e -iO"t dlT . (2) 

After taking the Fourier transform of the equations of motion, we find the following: 

(3) 

where 

(4) 

It follows from this that /Lik( -IT) = /Lik( IT) and Aik ( -IT) = Aik ( IT). We introduce the following 
notation: 

- - -
Sik = Mik - iNik . (5) 

The transformed equation (3) then reads: 

(6) 

and its solution is evidently 

(7) 

- - 1 - -where T = S - , i. e. TijSjk = 8ik . It ~ow follows easily from the above and from known 

properties of Lik that Sik ( -IT) = Sik (IT), Ski = Sik and similarly for Tik . Because of 
this property of Tik we find 

Tik(t) = f'oo Tik(lT) e-iO"t dlT 

= Loc [Tik(lT) eiO"t + Tik(lT) e-iO"/] dlT, 

- -i.e. Tik(t) is real. Even though Sik is independent of the choice of A, this is not true for Tik or 
Tik' which will be different for different choices of A. Although it might be helpful to 
indicate this, we have not done so in order to avoid a cluttered notation. 

Having found ai(lT) above, we may now calculate ai(t): 

(8) 
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The preceding development is well known and has been reviewed in order to display the 
last formula for ui(t), for this formula seems to indicate that U i at time t depends upon the 
value of the exciting force X k at all future as well as all past times unless we can show that 
Tik(t) = 0 for all t < O. It is this problem that we wish to address and to which we now turn. 
_ First we shall show that the desired property of Tik is equivalent to a certain property of 
Tik · The reasoning is well known and can be found in books on control theory (e.g., 
Solodovnikov, 1960, pp. 24-28). Consider the transform 

T- () 1 foo () iO"t ik U = -2 Tik t e dt . 
1T -00 

Although heretofore we have thought of u as being real, we shall now take it to be complex. 
Tik(U) is then defined in the whole u-plane. Let us write u = p ei9 = p(cos () + i sin ()). 
Consider now 

where the path of integration is either along the semicircle C+: p = R, 0 < () < 1T, or the 
semicircle C_: p = R, 21T> () > 1T. These paths are now completed by paths along the real 
axis from -R to R. Evidently, as R~oo the integral along C+ converges to zero if t<O and 
that along C_converges to zero if t> O. It then follows that for t < 0 

If Tik is analytic in the upper half-plane, then Tik(t) = 0 for t < O. The converse of this is also 
true, i.e. if Tik(t) = 0 for t < 0, then Tik(U) is analytic in the upp~r half-plane. 

Our problem has now been transformed to that of showing that Tik is analytic in the upper 
- - 1 -half-plane. Since T = S -.: we shall search for an eguivaIent property of S. Let Pik be the 

cofactor of the element Sik in the determinant det S where i, k EA. Then it is known that 

- -Tik = Pk/det S, i, k EA. (9) 

As we shall see, S and_hence Pik are analytic in the upper half-plane. Thus what remain~ to 
be shown is that det S has no zeros in the upper half-plane. How do we know that S is 
~nalytic in the upper half-plane? From the earlier formulas (4) and (5) defining J.Lik' A.ik and 
Sik it follows that 

(10) 

It has already been mentioned that Lik(t) = 0 for t < 0, so that its transform is analytic i~ the 
upper half-plane. Since the other terms in the equation above are obviously analytic, Sik is 
also. We recall that S is a matrix of order between 1 and 6, depending upon A. It will be one 
of the main-diagonal matrices of the matrix that one would obtain when A consists of all the 
integers 1 to 6. _ _ _ _ 

We turn now to det S. The matrix S = M - iN is symmetric but is not hermitian, so that no 
easy conclusion can be drawn from the fact of symmetry alone. However, the matrix 
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SS* = [M(u) - iN(u)][MT(u) + iNT(u)] (11) 

is hermitian, and we shall be able to exploit this fact. Here M~ is the transpose of M and is, 
- - - -T 

of course, equal to M when M is symmetric. We.. write S* = S , a usual notation. We note 
that the product above is hermitian even when _S is not symmetric. 

Associated with any hermitian matrix Hik = Hki' i, k = 1, ... , n, is a so-called hermitian 
form 

where repeated indices are to be summed from 1 to n. It is easy to show that Q = Q, so that 
Q is real. Within this class of forms one distinguishes positive (negative) definite and 
non-negative (non-positive) definite forms. A non-negative definite form is one such that 
Q "'" 0 for any choice of x I' ... , X n; a positive definite form is one such that Q > 0 for any 
choice of XI' ... , Xn except XI = X2 = ... = Xn = O. Analogously for the terms in parentheses. 
A classical theorem about hermitian forms states that such a form is positive definite if and 
only if all the determinants formed with the first minors along the main diagonal are positive, 
i.e., 

Hl1 

f 
Hl1 H121 l-!21 H H >0, ... , 

21 22 

It then follows that all main-diagonal minors are positive. There is an analogous theorem for 
negative definite forms and a somewhat more complicated one for non-negative and 
non-positive definite forms. 

Consider now the special hermitian form 

Q = X;S;jSk/k = x;[M;j(u) - iN;j(u)][Mkj(u) + iNkj(CT)]xk 

= L Ixi[Mij(CT) - iNij (CT)]1 2 "'" 0, i, j, k EA. 
j 

(12) 

Evidently Q is a sum of squares and hence Q "'" O. Suppose that for some particular 
CT = s + ir, r> 0, there exists a set of complex numbers x;, i E A, not all zero, such that 
Q=~j=O. Then 

X;[Mi/U) - iN;j(CT)] = X;Sij = 0, i, j E A, 

and also 

The following quadratic forms are then also zero: 

(13) 

Interchanging i and j in the second equation, we obtain 
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X;Sj;«(]")Xj = O. (14) 

After first adding and then subtracting (13) and (14) we obtain: 

(15) 

(16) 

We now substitute the expression from (to) into (15) and (16): 

X;{ _(]"2 LX> L;/t) eiut dt + (]"2 LX> Lj;(t) e -iut dt 

+ Cij ± Cji - (]"2[mij + l1-i/OO)] + (]"2[mji + I1-ji(OO)] }Xj = 0, (17) 

where the top signs go with (15) and the bottom ones with (16). If we now let (]" = s + ir, 
equation (17) becomes the following: 

{ ( 2 2 .) r () ist -rt d - ( 2 2 2' ) roo () -ist -rt Xi - S - r + 21rS Jo Lij tee t + s - r - Irs Jo Lj; tee dt 

+ Cij ± Cji - (i - r2 + 2irs)[m;j + l1-i/oo)] + (S2 - r2 - 2irs)[mji + I1-j;(oo)]}Xj = O. (18) 

We now exploit the fact that when there is no mean forward motion all matrices are 
symmetric, i.e., Lij = Lji , C;j = cji ' etc. It is then easy to deduce the following two equations 
from (18): 

Xi{ -2(i - r2) LOO Lij(t) e -rt cos(st) dt + 4rs r L;j(t) e -rt sin(st) dt 

+ 2c;j - 2(i - r2)[mij + l1-ij(oo)] }Xj = 0, 

Xi{ 2(i - r2) LOO Li/t) e -rt sin(st) dt + 4rs r Lij(t) e -rt cos(st) dt 

+ 4rs[ mij + I1-Lij(oo)] }Xj = 0 . 

(19) 

(20) 

Between these two equations we may now eliminate first the integrals with cos(st) and next 
the integrals with sin(st) to obtain the following equations: 

X; { (S2 + r2)2 LOO L;/t) e -rt sin(st) dt + 2rSC;j} Xj = 0 , (21) 

Xi{ (S2 + r2)2 r Lit) e -rt cos(st) dt + (S2 - r2)cij - (i + r2)2[mij + l1-ij(oo)] }Xj = O. (22) 

From (4) we easily find 

Lij(t) = ~ LOO s'-\/s') sin(s't) ds' 
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2 !coo = - [,uij(S') - ,ui/oo)] COS(S't) ds' . 
1T 0 

(23) 

If we substitute the first of these into (21) and integrate with respect to t, we find the 
following equation: 

2 !c
oo ( 2 + 2) _ , _ r s I 

XiCijXj + - X/lij(S )Xj [2 ( )2][ 2 (' )2] ds = 0 
1T 0 r + s + s' r + s - S' 

(24) 

for the hypothesized values of r, s, and Xi' i EA. Equation (22) does not seem to lead to 
anything useful for our purpose. 

We now recall that for a hydrostatically stable floating body the quadratic form XiCiij is 
non-negative. In fact, if the set A includes only those modes of motion for which there is a 
hydrostatic restoring force, then it is positive. Moreover, the radiation condition implies that 
the quadratic form X/li/S')Xj > O. Hence the equation (24) cannot hold, that is, the 
assumption that the hermitian form Q can be zero for some (T in the upper half-plane has led 
to a contradiction. Thus Q i~ positive definite and all the main-diagonal determinants of SS* 
are >0. But then also det S # 0, which is what we wanted to prove. A somewhat weaker 
version of the radiation condition would be sufficient, namely xiAij(S)Xj ~ 0 but with the> 
holding for at least some intervals of s, so that the integral on the right in (24) is >0. 

We have shown that the radiation condition implies that Ti/t) = 0 if t < 0, i.e. that the 
future does not determine the present, at least in this particular water-wave problem. One 
would also like to show the converse, that if Tij = 0 for t < 0 and for i, j E A for any A, then 
the radiation condition holds in the weakened form. We have not been able to resolve this 
problem. 

Note that the non-negativeness of the buoyancy quadratic form XiCiij plays an essential 
role in the proof. On the other hand, the positive definiteness of Ximiij does not seem to be 
called upon. 

Note: The material in this paper was first presented at the First Workshop on Water Waves 
and Floating Bodies (1986). The author is much indebted to Mr Gyeong Joong Lee of the 
Department of Naval Architecture of Seoul National University for having pointed out to 
him not only the inadequacy of the proof presented at the First Workshop but also of a 
purportedly corrected proof. The present analysis was presented at the Fourth Workshop 
(1989). 
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Abstract. The present article reviews some recent developments in nonlinear elastic membrane theory with special 
emphasis on axisymmetric deformation of flat circular and annular membranes subjected to a vertical surface load 
and with prescribed radial stresses or radial displacements at the edges. The nonlinear Foppl membrane theory of 
small finite deflections as well as a simplified version of Reissner's finite-rotation theory is employed, assuming 
linear stress-strain relations. The main analytical techniques are reported which have been applied recently in order 
to determine the ranges of those boundary parameters for which solutions of the relevant nonlinear boundary value 
problems exist, and ranges of parameters for which the principal stresses are nonnegative everywhere. Concerning 
plane membranes. it is shown how the mathematical theory of existence and uniqueness was nearly completed in 
recent works in contrast to curved membranes where references can be given to rather few results. 

1. Introduction 

In the linear theory of elastic membranes and thin shells, the deformation at any given place 
of the body is proportional to the magnitude of the applied load. As in three-dimensional 
elasticity, the load must be sufficiently small for linear membrane or shell theory to be 
applicable; otherwise a nonlinear theory is required. If the strain-displacement relations are 
nonlinear, but linear stress-strain relations are adequate, we have a geometrically nonlinear 
theory. When the latter relations are also nonlinear, one deals with a physically nonlinear 
theory. Many conventional materials for engineering thin shell and membrane designs are 
linearly elastic for small strain so that linear stress-strain relations are appropriate. Thus for 
sufficiently thin structures there is good reason to formulate geometrically nonlinear theories 
assuming finite deflections (rotations) but small strains, and to investigate the solution 
structure of the basic boundary value problems. This is the purpose of the present review, 
where we restrict ourselves to the class of problems described by nonlinear membrane 
theories. For simplicity, we only consider membranes of revolution under axisymmetric loads 
(aximembranes). Recently, materially nonlinear deformation has been studied for rubber­
like membranes, but this topic is beyond the scope of this paper. 

In 1859, Kirchhoff first proposed a nonlinear plate theory [28] which was reduced by von 
Karman to a set of two simultaneous equations for the normal displacement wand a stress 
function f [26]. Somewhat earlier, A. Fappl had derived a nonlinear theory for flat 
membranes [13]. These are all geometrically nonlinear theories for small finite deflections, 
that is, the displacement components u and v tangential to the plane of the membrane or 
plate are assumed small compared to the normal displacement w; furthermore, only 
quadratic terms in wand in the change of angles of rotation are retained. 

The von Karman equations have been studied extensively by both mathematicians 1 and 
engineers because their simple structure makes them amenable to both theoretical and 

I For a recent survey see P.G. Ciarlet [7]. 
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numerical analysis. In cartesian coordinates, these equations are 

Dd2W - [f, w] = p(x, y) , 
2 1 

Ad j + "2 [w, w] = 0 , (1.1 ) 

where D and A are elasticity constants, f the Airy stress function, p is the surface load 
normal to the (undeformed) plate, d2 is the biharmonic operator and [f, g] = fxxgyy + 
fyygxx - 2fxygxy' The Foppl membrane equations [13] are obtained by setting the flexural 
rigidity D equal to zero in (1.1). 

In 1938, a nonlinear theory of shallow shells was given by Marguerre [31], a few years 
after Donnell [12] had derived a nonlinear theory for circular cylindrical shells to investigate 
certain buckling problems. Again these papers are restricted to a nonlinear theory with small 
finite deflections. The Marguerre equations are 

Dd2W - [z, f] - [w, f] = p(x, y), 

2 1 
Adj+[Z, w]+"2 [w, w]=O, 

(1.2) 

where z(x, y) represents the (undeformed) shape of the middle surface. Due to the presence 
of the (linear) curvature terms [z, f] and [z, w], the solution structure of (1.2) changes 
drastically from that of (1.1), including, in particular, buckling under normal pressure. 

In a related development, the need for a stress analysis of thin inflatable sheets led 
Bromberg and Stoker to develop a geometrically nonlinear theory for aximembranes [5]. 

The first geometrically nonlinear shell theory not restricted to small finite deflections was 
given by E. Reissner [37]. This work concerns axisymmetric bending and stretching of shells 
of revolution (axishells). The basic equilibrium and compatibility equations and stress-strain 
relations were reduced essentially to a system of two coupled second order ordinary 
differential equations for the meridional angle of rotation <P and a stress function F. Various 
simplifications of the system derived in [37] have been proposed in recent years. One by 
Reissner [38], others by Koiter [29] and by Libai and Simmonds [30]. Some of these 
simplifications are parallel to the linear theory, as far as neglecting terms involving Poisson's 
ratio jJ is concerned, others are obtained by neglecting O( e) terms compared to unity, where 
e is a measure for the strain in the shell. The simplified Reissner equations [30] can be 
written in the form 

r( <P - cp)" + (<P - cp)' cos cp = ~ cos <P + ~ (F sin <P - r V cos <P) , 

112 
r F" + F' cos cp - -; F = A (cos <P - cos cp) + (r PH)' + jJ rp s . 

(1.3) 

In cylindrical coordinates (r, (), z) the parametric representation of the surface of revolution 
is taken in the form r = res), z = z(s), where s is the arclength along a meridian of the 
surface. Primes denote differentiation with respect to s. Thus we have r' = cos cp and 
z' = sin cp, where cp is the angle made by the meridional tangent with the base plane of the 
surface of revolution. The components of the surface load p are denoted by appropriate 
subscripts (H = horizontal, V= vertical; s, n meridional and normal to the deformed 
surface). We note the relations 

PH = P s cos <P + P n sin <P , Pv = P s sin <P - P n cos <P , (1.4) 
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F = rR, R and V are the radial (horizontal) and axial stress resultants, respectively. 
Depending on the type of loading, the effect of the Poisson's ratio term in (1.3) may be 
significant for moderate to large values of the load. In (1.3) meridionally uniform shell 
properties have been assumed (constant thickness, isotropy and homogeneity of the 
material). 

In order to solve the differential equations (1.3), boundary conditions consistent with the 
small strain assumption must be formulated. In many cases of practical interest, these 
boundary conditions are nonlinear, for example, if the horizontal displacement u is pre­
scribed at the edge. In terms of <I> and F, one has 

u = rA[F' + rpH - vCr -IF cos <I> + V sin <1»] . (1.5) 

Very thin shells have negligible bending stiffness. Therefore, an important special case is 
nonlinear membrane theory, which is obtained from (1.3) by setting D = 0, which yields 
rV cos <I> = F sin <1>. Substituting this into the second equation of (1.3) we find the basic 
equation for geometrically nonlinear aximembranes 

(1.6) 

The equations of the approximate small finite deflection theory can now be obtained as 
follows. Introducing {3 = 'P - <1>, one may write cos <I> = cos 'P + {3 sin 'P - ! {32 cos 'P + ... 
and a similar expansion for sin <1>. Retaining only terms up to the second degree in (3 and Fin 
equations (1.3), we get the equations of small finite deflection theory. It is a simple exercise 
to transform equations (1.2) to cylindrical coordinates. Set z = z(r), w = w(r), f= fer) 
(axishells) and integrate the resulting equations twice with respect to r. The result will be the 
small finite deflection version of equations (1.3) for shallow shells of revolution. The small 
finite deflection membrane equation can be obtained directly from (1.6) by expanding the 
square root and retaining only quadratic terms. What comes out is a generalization of the 
Fappl membrane theory to curved membranes: 

,,1 1 1 rV 2, [ ( )2] (rF) --;.F= A l-cos'P- 2 Ii +(rPH) +vrps' (1. 7) 

For the special case of a plane membrane z = 'P = 0 under vertical load PH = Ps = 0, we get 

1 1 (rV)2 (rF')' - - F = - - -
r 2A F 

(1.8) 

This review paper is organized as follows. The mathematical theory for the boundary value 
problems of plane membranes is nearly complete, while for curved membranes relatively few 
results are available. Accordingly, Sections 2, 3, and 4 are devoted to circular and annular 
membranes. In the first part of Section 2, results of the small finite deflection theory (1.7), 
called the Pappi theory, are presented for circular membranes. In the second part, results for 
a (simplified) geometrically nonlinear theory involving arbitrary finite rotations (1.6), called 
the Reissner theory, are discussed for circular membranes. Similarly, annular membranes for 
the Fappl and Reissner theories are discussed in Section 3. The tensile solutions of Sections 2 
and 3 are characterized by (Tr :?: 0 where (Tr is the radial stress component. In Section 4, the 
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additional condition that the circumferential stress (TB satisfies (TB ~ 0 is imposed, leading to 
what we call wrinkle-free solutions. Again these solutions are discussed both within the 

framework of the Foppl and the Reissner theories. Finally, some results for curved 
membranes are presented in Section 5. 

2. Circular membranes 

Consider a circular membrane of radius a and thickness d subjected to a vertical pressure 
p = per). At the edge r = a, either a constant radial stress (Tr or a constant radial displace­
ment u is prescribed. Assuming small finite deflections, we have the governing equation 
(1.8). Here s = rand F = mrd. Dimensionless variables are introduced by r = ax, (T) E = 
k 2y14, per) = Pop(x), where E is Young's modulus, related to A in (1.8) by AEd = 1, Po > 0 
is the maximum of Ip(r)l, so that Ip(x)l:::; 1, and k = (2poal Ed)1/3. p(x) is assumed piece­
wise continuous for 0:::; x:::; 1. In terms of x, y and p, equation (1.8) can be reduced to the 
form 

3 2 2 
Ly : = - y" - - y' = 2 Q (x) , 

x y 
O<x<l, 2 iX 

Q(x) : = 2 tp(t) dt . 
x 0 

(2.1 ) 

Henceforth primes denote differentiation with respect to x, unless stated otherwise. If the 
surface load is uniform, then p = 1 and therefore Q = 1. The circumferential stress (TB' the 
radial and normal displacements u and ware related to the variables x and y through 

u = ak2x[xy' + (1- v)y]/4, 

w = ak f tQ(t)[y(t)r 1 dt , 

(2.2) 

0:::; v:::; 1/2. 

Solutions of (2.1) are sought satisfying the boundary conditions 

y'(O)=O, y(l) = S > 0 or y'(O) = 0, y'(l) + (1 - v)y(l) = HE lR , (2.3) 

depending on whether (Tr or u is prescribed at the edge r = a. Hence, (2.1) and (2.3) define 
two different boundary value problems for the circular membrane, called Problem Sand 
Problem H in what follows. An integration of (2.1), making use of x3Ly = _(x3y')', shows 
that 

3 r 2t3 
? 

x y'(x) = - Jo let) Q-(t) dt:::; 0 . (2.4) 

Accordingly, the solutions of both Problems Sand H are monotone decreasing in the 
interval [0,1]. In particular, we have y(x) ~ S > 0 in Problem S. 

The first solution of (2.1, 2.3) for uniform pressure (Q = 1) and H = 0 was apparently 
given by Hencky [23], using formal power series in x. In a formulation slightly different from 
[23], we introduce z = 21y and seek a solution in the form 

y(x) = L ynx2n, z(x) = L znx2n , (2.5) 
n~O n~O 
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The convergence of this series solution was first established in 1965 by Weinitschke [46], 
yielding first existence theorems for Problem S and Problem H for H = 0. A different and 
simpler convergence proof for both fixed edge (H = o) and loaded edge (Problem S) was 
published later in [47], where uniqueness of solutions was also established. 

The first step is to introduce the series (2.5) into Ly = z2/2 and yz = 2, obtain recurrence 
relations for the coefficients y n' Z n and show by induction that for suitable choices of A, B 
and q > 1 

A 
IYnl ~ (n + 1)q+1 ' (2.6) 

This has the immediate consequence that the series (2.5) and the differentiated series y'(x) 
are all uniformly convergent for Ixl ~ 1. The next step is to show that there exist suitable 
choices of A, Band q such that the boundary conditions for Problems Sand H, respectively, 
are satisfied. In Problem S it is easy to see that convergence will occur if S is sufficiently 
large. In Problem H, the boundary term y' + (1- v)y at x = 1 must be shown to change sign 
for two different choices of A, Band q. The details are quite technical, so we refer to [47] 
and [44]. The results can be summarized as follows: 

THEOREM 2.1. Problem S for Q = 1 and s> So = 4/5 has a unique solution y(x) > 0, 
which admits a uniformly convergent power series expansion for Ixl ~ 1, with S < Yo ~ S + 
(1/2S}2. 

THEOREM 2.2. Problem H for Q = 1 and H = ° has a unique solution y(x). The solution is 
positive and can be represented by a power series, uniformly convergent for Ixl ~ 1, with 
20/19 < Yo < 2 for v = 113. 

The series solutions may be used for getting accurate numerical approximations to Problems 
Sand H. A number of different numerical treatments of both circular and annular 
membrane problems have appeared in the engineering literature (see [25] and the references 
given there). 

A different and more elegant existence proof for solutions of Problems Sand H can be 
obtained by an integral equation method. This was first done by Dickey [10], again for the 
case of uniform pressure Q = 1. He showed existence of a unique C I [0,1]-solution for 
Problem S provided S3 > 4r 2, where j denotes the first zero of the Bessel function J1, which 
amounts to S> So == 0.648, thus improving on Theorem 2.1. By an interpolation between 
values of S well above So, he also showed existence of a unique solution of Problem H for 
H = 0. The method will be discussed below. 

In order to remove the above restrictions Q = 1 and S > So, Callegari and Reiss [6] 
employed a shooting technique. In this way, they first proved existence and uniqueness of 
solutions of Problem S for all S > 0, and for variable load p(r). The proofs in [6] are quite 
technical and will not be described here. They are much more complicated than the ones 
given below by the integral equation method. Although the shooting method is constructive 
with respect to the initial value problem, no converging iteration scheme was given in [6] to 
solve the relevant boundary value problems. 

A simple and standard way to find an integral equation for Problems Sand H is to 
calculate the Green's functions G(x, t) for the problems x3Ly = 0 with homogeneous 
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boundary conditions (2.3). It follows that the solutions of Problem S and Problem H, 
respectively, are equivalent to an integral equation [49] 

e 2t3 

y(x) = q + Jo let) Q2(t) G(x, t) dt =: Ty , 

where q = S for Problem Sand q = HI(1- v) for Problem H, and 

G(x t)={(X-2+m)/2, 0:::::; t:::::;x:::::; 1 , 
, (t-2+m)/2, 0:::::;x:::::;t:::::;1, 

(2.7) 

(2.8) 

where m = -1 or m = (1 + v)/(1- v) for Problem S or Problem H, respectively. In the case 
Q = 1 the integral equation (2.7) for Problem S reduces to that obtained by Dickey [10]. 

With a view towards getting numerical solutions for Problems Sand H, we first consider a 
constructive proof of the existence of solutions of (2.7). Starting with Yo = q > 0, we define 

Yn(x) by Yn+1 = TYn . 

LEMMA 2.3. The operator Tis antitone: If 0 < y:::::; z, then Ty ~ Tz. 

A general theorem on antitone operators (e.g., see [9]) implies that the sequence Yn has the 
following basic property. 

LEMMA 2.4. If 0 < Yo:::::; Y2 :::::; YI then for any positive integer n 

(2.9) 

In view of Lemma 2.3 and the choice of Yo the condition Yo:::::; Y2:::::; YI is satisfied for any S > 0 
or any H > O. In order to apply the Banach fixed point theorem we introduce a norm 

IIYII = sup {W(x)-lly(x)l} , W(x) > O. 
O~x~l 

The objective then is to find an optimal W(x) such that T is contractive for a maximal range 
of the parameters Sand H. The result of this calculation is [49]: 

THEOREM 2.5. Assume Q2(X):::::; c, then the integral equation (2.7) has a unique solution 
for all S> So = 0.648cI/3 in Problem S and for all H> Ho = Ho(V)C 1/ 3 in Problem H, where 
0.648 < Ho(v) < 1.057 for 112 ~ v ~ O. In these ranges of Sand H, Yn(x) converges uniformly 
to the solution y(x). The convergence is alternating and y(x) E Mn where 

In particular, for n = 0, we have for the solution of Problem S 

1 11 3 2 S:::::; y(x):::::; S + 2" 2t Q (t)G(x, t) dt = YI , S 0 

1 2 
S:::::; y(x):::::; S + 4S2 (1- x ), for Q = 1. 

(2.10) 

(2.11) 
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The restrictions on the size of Sand H can now be removed by applying Schauder's fixed 
point theorem. In view of Lemma 2.4, the operators T map the convex set Mn into itself, 
that is, for any positive integer n we have TMn~Mn' provided S>O (H>O). Tis 
completely continuous on the set Mo d Mn (e.g., see [9]). Hence the Schauder fixed point 
theorem is applicable and yields [49]: 

THEOREM 2.6. Problem S (Problem H) has at least one solution y(x) > 0 for all S > 0 
(H > 0). The solution is contained in M n . 

The uniqueness is proved by a classical argument. Let YJl Y2 be two positive solutions of 
(2.1), (2.3) then w = Yl - Yz satisfies 

Lw = -M(x)w, (2.12) 

w'(O) = 0 and w(l) = 0 or w'(l) + (1- v)w(1) = O. (2.13) 

By the maximum principle (see Protter and Weinberger [36]) it follows that w == O. 

THEOREM 2.7. Any positive solution of Problem S (Problem H) is unique, if ft(x) IS 

piece-wise continuous. 

The unique solutions of Problems Sand H guaranteed by Theorems 2.6 and 2.7 cannot be 
constructed by a convergent iteration, yet we obtain upper and lower bounds to the exact 
solution by iteration. 

It should be mentioned that the existence part of Theorem 2.6 was obtained independently 
by Stuart [43), as an application of his general theory of integral equations with decreasing 
nonlinearities. He also obtained convergence of the sequence Yn(x) from Problem S in the 
range S> So = 0.648c 1l3 (see Theorem 2.5). 

It is worth noting that S > 0 covers the complete physically meaningful range of tensile 
solutions for Problem S, while H > 0 does not. In the latter case, a physically significant 
situation is H = O. On the other hand, the condition q > ° in (2.7) is essential for starting the 
iteration. If H = 0, the operator T is still antitone, but it does not seem possible to choose Yo 
and Y 1 such that Yo ~ Yz ~ Y l' T is not contractive, nor is the Schauder theorem applicable. 
Hence it appears that Problem H for H = ° cannot be solved directly via an integral equation 
method. However, there is a simple idea, by which this case can be covered. Any solution 
y(x; S) of Problem S is also a solution of Problem H for a value of H given by 

N(S):= y'(I; S) + (1- v)S = H . (2.14) 

A simple estimate yields y'(l; S)~ -00 as S~O [49]. Since N(S)~ +00 as S~oo, there 
exists for any given real value of H a corresponding value S > 0 such that N(S) = H. This 
result, together with Theorem (2.7), yields 

THEOREM 2.8. Problem H has a unique positive solution for all real H. 

A substantial improvement of the convergence properties of the iteration Y n + 1 = Ty n can be 
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achieved by an interpolated (averaged) iteration of the type 

Yn+l = aTYn + (1- a)Yn· (2.15) 

This was first pointed out by Ostrowski [34]. It was rediscovered in connection with an elastic 
plate problem by Keller and Reiss [27], who found numerically, that the range of conver­
gence was drastically increased by an appropriate choice of a. But the convergence has 
remained an open problem until Novak [33] recently proved the convergence of the iteration 
(2.15) for a class of operators T which includes the operator T defined in (2.7). More 
precisely, he proved the following 

THEOREM 2.9. Problem S has a unique solution y(x) for all S > 0 which can be obtained as 
the limit of the iteration (2.15). The interpolated iteration converges for all a> 0 which are 
sufficiently small. 

Hence we have arrived at a constructive method to solve Problem S in the full range S > O. 
In addition it turns out that the iteration (2.15) also converges for the operator T 
corresponding to Problem H including the important case H = 0 [49]. Numerical results 
based on (2.15) are also given in [49]. The value of Sin (2.14) corresponding to the fixed 
edge problem H = 0 is approximately S = 0.8549 (for II = 1/3). 

Next we turn to the boundary value problems posed by Reissner's finite rotation theory. 
The governing equation is (1.6), which can also be derived directly (without reference to 
shell theory), as shown by Clark and Narayanaswamy [8]. Furthermore, the equations in [8] 
can be shown to be equivalent to those derived earlier by Bromberg and Stoker [5]. We 
consider again a circular membrane under vertical pressure Pv = per), with prescribed O"r 
(Problem S) or prescribed u (Problem H) at the edge r = a. Hence PH = 0 and Ps = Pv sin <I> 
in equation (1.6). Introducing the same dimensionless variables as before, we obtain the 
basic differential equation and the boundary conditions for Problems Sand H, 

Ly = f(x, y) - 2I1ep(x)Q(x) 1 D(x, y), 0 < x < 1, 

f(x, y):= (2Ikx)2[1- yID(x, y)], D(x, y):= [/ + ex2Q\x)]1/2 , (2.16) 

y'(O) = 0 and y(l) = S or y'(I) + y(l) - IID(I, y(I)) = H . 

The meridional and circumferential (Piola-Kirchhoff) stress resultants Sq, and S8' the angle 
of rotation <I> and the radial and axial displacements u and ware related to y as follows 

Sq,IEd = eD(x, y)/4, 

cos <I> = yl D(x, y) , u = aex[xy' + y - IID(x, y)]/4, (2.17) 

w = a f [1 + l eD(t, yet)) - II :t (ty) ] sin <I>(t) dt. 

In contrast to the Fappl theory, the boundary value problem (2.16) contains, besides Q(x), 
the load parameter k = (2poaIEd)1/3. It is seen that in the limit case k~O equations (2.16) 
reduce to Problems Sand H for the Fappl theory (2.1), (2.3). For finite k, the solution 
structure of (2.16) turns out to be markedly different from that of (2.1), (2.3), in particular 
with respect to Problem H. 
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A mathematical analysis of Problems Sand H defined by (2.16) was virtually nonexistent 
until 1980. Without surface load, the problem simplifies considerably. Two cases were 
treated by Clark and Narayanaswamy [8]: a membrane of revolution with a uniform radial 
edge load and a membrane with uniform edge load parallel to the axis of revolution. The 
first problem is reducible to a linear equation solvable in closed form. The second problem is 
nonlinear, it includes the special case of a flat annular membrane with transverse edge load 
treated by Schwerin [39] for the Foppl small deflection theory. In the presence of surface 
load, the integral equation technique used for the Foppl membrane equations was extended 
by Weinitschke [48] to obtain first existence results for v = 0 and a rather restricted range of 
boundary data. 

A theory of existence and uniqueness of positive solutions for the boundary value 
problems (2.16) for the full range of physically meaningful data is still lacking. It has been 
argued that terms involving v in the differential equations for finite rotations can often be 
neglected. Simmonds has given a rigorous justification of neglecting terms multiplied by v in 
linear shell theory [40]. Although in the nonlinear theory his technique is not applicable, one 
might argue heuristically in the present case that the v-term in the differential equation 
(2.16), which is O(e), is small compared to the term f(x, y), as the dominant load 
component acts in the direction normal to the membrane. For sufficiently small k this is 
certainly justified, but the influence of that term might increase for larger values of k. In the 
remaining part of this paper, we omit the term 2vepQID and refer to (2.16) as the 
simplified Reissner theory. 

The nonlinear function f(x, y) has the same monotonicity property as in the Foppl theory 
because of 

(2.18) 

Hence the integral equation method employed for the Foppl theory is applicable so long as 
the boundary conditions are linear, that is for Problem S, S > 0 and for Problem H, H > 0, 
v = o. The integral equation equivalent to Ly = f and boundary conditions is 

y(x) = q + f K(x, t)i(t, yet)) dt + qo[l(l) + 8 2]1/2 =: Ty , (2.19) 

where O~x~ 1, 1<t, y):= [1- yID(t, y)]lt and 8:= kIQ(l)l. The Green's function K(x, t) 
is defined by 

For Problem S, we have 

q = S, 

For Problem H, we have 

q=H, 

n=-l. 

n = +1. 

O~t~x~l, 

O~x~t~l. 

K(x, t) is essentially the same as G(x, t) defined in (2.8), with v = 0 in Problem H. 

(2.20) 

(2.21) 

(2.22) 
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Problem S and Problem H for v = 0 can now be solved as before. In view of K ~ 0 and 
(2.18) the operator T defined in (2.19) is antitone, so that Lemma 2.3 and Lemma 2.4 hold, 
provided q > O. Application of the Banach fixed point theorem yields a theorem analogous 
to Theorem 2.5. The integral equation (2.19) has a unique positive solution for restricted 
ranges S > So(k)c1l3, Problem S, and H> Ho(k)C 1/ 3, Problem H. In these ranges of Sand H, 
the sequence Yn(x) defined by Yn+l = TYn converges uniformly to the solution y(x), and 
Y E Mn for n = 0,1, ... [49]. 

The restriction on Sand H can again be removed by employing the Schauder fixed point 
theorem. The arguments are exactly as in the Foppl theory, the uniqueness follows as in 
(2.12), (2.13), replacing M by 

M(x) = 4(Yl + Y2)Q\X) ~ 0 
D(x, Yl)D(x, Y2)(y 1D(x, Y2) + Y2 D(X, Yl)) . 

(2.23) 

THEOREM 2.10. In the simplified Reissner theory of finite rotations, Problem S, or 
equivalently the integral equation (2.19) has a unique solution y(x) for all S > O. The solution 
is positive and Y E Mn , n = 0,1,2, ... [49]. 

For Problem H, this theorem only holds for v = 0, H > O. The interpolated iteration (2.15) 
also applies to the simplified Reissner theory, rigorously for Problem S, that is, Theorem 2.9 
remains valid. We have also tested (2.15) numerically in Problem H for v¥-O and found 
convergence for H ~ O. 

In the general case of Problem H, v¥- 0, equation (2.19) is a nonstandard integral 
equation because of the algebraic term multiplying qo = v. A complete solution of Problem 
H is due to Grabmiiller and Pirner [19] and to Beck [3]. The uniqueness of positive solutions 
is obtained as follows. After multiplying by x 3w, we integrate (2.12) over (0,1) and integrate 
by parts to get for w = Yl - Y2 

(2.24) 

where M(x) is defined by (2.23). Unless w == 0, the right-hand side is strictly positive. In 
Problem S, w(l) = 0 and uniqueness follows. In Problem H, we have 

w'(l) + w(l) - v[D(l, Yl(1)) - D(1'Y2(1))] = O. (2.25) 

Applying the mean-value theorem, we obtain w'(l) + (1 - vK)w(l) = 0 where 

(2.26) 

Y8 = Yl + O(Y2 - Yl) with an intermediate variable O(x). It is seen that Y8 is bounded from 
below by min{min Yl(X), min Y2(X)} >0. This yields w'(l)w(l) = -(1- vK)w2(1)~0 since 
o ~ v ~ 112, and hence w == 0 by equation (2.24). 

We proceed to outline the existence proof. To this end, an extended version of a theorem 
concerning positive solutions of integral equations due to Novak [18] is utilized. Letting 
g(x):= y(x) - q, the objective is to determine solutions g of 
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g(x) = f K(x, t)1(t, g(t) + q) dt + qo[(g(1) + q)2 + 8 2f2 , (2.27) 

satisfying g(x) + q ~ O. Existence of solutions of (2.27) are obtained via Schauder's fixed 
point theorem. Consider the convex set Ms defined in the Banach space qo, 1] 

Ms = {g E qo, 1] 13H E qo, 1] with O~ H(t) ~ k/i3 and 

g(x) = f K(x, t)H(t) dt + qO[p2 + 8 2t2, 0 ~ P ~ Po} . 

Here 13 > 0, to be chosen later, and Po> 0 is defined by 

k 11 8 Ko:= ~ max K(x, t) dt~ 3~k . 
u O':;x.:;1 0 u 

(2.28) 

(2.29) 

One can show that, if g is a solution of (2.27) satisfying g(x) + q ~ 13 > 0 then I g(x)1 ~ Po and 
gEMs. Hence the solution set of (2.27) is a subset of Ms. Next one introduces an operator 
W acting on M s by 

(Wg)(x):= f K(x, t)1(t, dg(t» dt + qo[(g(1) + q)2 + 8 2t2 . (2.30) 

A similar operator and the cutoff function d/x):=max{g(x)+q,i3}, 0~x~1 had first 
been introduced by Novak [18] within the context of annular Fappl membrane problems. It 
is not difficult to prove the following 

THEOREM 2.11 [18]. Suppose there exists a constant 13 > 0 such that for any gEMs 
satisfying mino.:;x.:;l[g(x) + q] ~ 13 we have the property 

(N) 

Then equation (2.19) has a solution y(x) > 13. 

A sufficient condition for the existence of positive solutions of Problem H is now obtained by 
choosing H such that condition (N) is satisfied. 

THEOREM 2.12 [18]. Assume that either H~O or 

(I ( 1 + t2
) 

H <0 and Jo K(I, t)1 t, -H 2t2 dt+ v8> -H, (2.31) 

then there exists a number 13 > 0 such that condition (N) holds for Problem H. 

In the Fappl theory, solutions of Problem H exist for all real H (Theorem 2.8). This result 
does not carryover to the simplified Reissner theory. Indeed, a tensile solution y of Problem 
H necessarily satisfiesy(x)~y(I»O. But from (2.19) one has, if Q2(X»0, 

11 dt 
0< (1- v)y(1) ~ H + K(I, t) - + v8, 

o t 
(2.32) 
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(kl Problet\S S and H:Dot\ains of Tensile and Wrinkle- free Solutions for nu:0.33 
4 . 00 \ 

(p()(l I Load-Fund ion \ 

3.50 
1.00 

3.00 

0 . 50 

2 . 50 

0.00 

2.00 0.00 

1.50 

1.00 

0 . 50 

0.00 .... 

-5.0 

0 . 50 1.00 ()(l 

- 4 . 0 -3.0 -2.0 -1.0 

.. 

... 

.. 

0.0 (S, HI 

Fig. 1. The arcs (n) and (e) denote, respectively, the curves rn and r, which are approximations for the separatrix 
(H) between the domains of existence (dotted) and nonexistence (blank) of tensile solutions to Problem H. The 
domains of wrinkle-free solutions (crosshatched) which extend unboundedly to the right are bounded to the left by 
the arcs (wS) for Problem Sand (wH) for Problem H. The load is uniform and Poisson's number is v = 1/3. 

which provides a necessary condition for the existence of a solution to Problem H. 
Unfortunately the integral in (2.31) cannot be expressed in closed form, even in the case of 
uniform pressure Q = 1. But the important point is that (2.31) and (2 .32) yield graphs f e and 
fn in the (H, k) plane bounding the domains of existence and nonexistence of tensile solutions 
of Problem H, respectively . For Q = 1, these graphs are shown in Fig. 1 (for v = 1/3). 

It is clear from the above that there must be an arc f in the (H, k) plane, located between 
fe and fn in Fig. 1, which separates precisely the domains of existence and nonexistence. 
Indeed , since the solutions of Problem H are contained in those of Problem S for S > 0, we 
simply need to solve Problem S for S = 0 and determine the corresponding value of 
H = H(k) from (2.16). As an analytic solution of (2.19) is not available , we solve the 
problem numerically. This was done by Weinitschke in [45], although an existence proof for 
Problem S, S = 0 was still lacking. Recently, Beck [3] has supplied such a proof, which is by 
no means simple. The separation curve f, whose existence and geometric properties were 
also proved in [3], is included in Fig. 1, again for the case Q = 1, v = 1/3. 

3. Annular membranes 

In this section we consider annular membranes of inner radius b and outer radius a under 
vertical pressure p = per) . At the edges, either the radial stress or the radial displacement is 
prescribed. The governing equations (1.6) and (1.8) are the same, and so are the dimension­
less variables, except that the interval (0,1) is replaced by (e, 1) where e = bla. This also 
changes the lower limit in the integral for Q. Thus the annular membrane problems can be 



www.manaraa.com

Results in the nonlinear theory of membranes of revolution 171 

reduced to the differential equation 

_ ._ {(21/)R 2(X, E): Foppl theory, 
Ly - f(x, y).- (2Ikx)2[1- yID(x, y)]: simplified Reissner theory, 

O<E<x<l, (3.1 ) 

2 IX -R(x, E):= 2 tp(t) dt , 
x £ 

The radial and circumferential stress components a r and ao, and the radial and normal 
displacements u and ware related to y as in (2.2) and (2.17), provided Q(x) is replaced by 
R(x, E) in all the formulas. If the surface load is uniform, then R(x, E) = 1 - E21x 2. A pair of 
boundary conditions at x = E and x = 1 is taken, respectively, from 

y(E) = s or Ey'(E) + (1- V)y(E) = h , (3.2) 

at the inner edge and 

{ y'(l) + (1- v)y(l) = H: Foppl, 
y(l) = S or y'(I) + y(l) - vD(I, y(I)) = H: simplified Reissner , (3.3) 

at the outer edge. Introducing the notations (s, S), (s, H), (h, S) and (h, H) reference shall 
be made in an obvious manner to the four different boundary value problems arising from 
(3.1), (3.2) and (3.3). 

The analysis of annular membrane problems defined by (3.1) and (3.2) for s ;:;, 0, S ;:;, 0, h 
and H real, and for an arbitrary load p(x) is more complicated than in the circular membrane 
problems since solutions y(x) are permitted to become zero at the edges of the annulus. The 
regular tensile solutions of (3.1) (rt-solutions for short, which have to be understood as 
functions yEC\E,l)nC I [E,I] satisfying y(x»O for E:%x:%l) now have to be dis­
tinguished from regular nonnegative solutions (rn-solutions) which suffer a loss of regularity 
y E C2( E, 1) n Co[ E, 1] and satisfy y(x) > 0 only for E < X < 1. Furthermore, the solutions 
y(x) are not necessarily monotone in the interval (E, 1), there is no counterpart of inequality 
(2.4) here. The four different boundary parameters s, h, Sand H considerably enhance the 
variety of solution behavior. 

As in Section 2, we begin by discussing results for the Foppl small finite deflection theory. 
The first solution of (3.1 )-(3.3) for uniform pressure and s = H = 0 was given by Schwerin 
[39] in terms of a formal power series. In the absence of surface loads, he also found a closed 
form solution for a membrane subjected to axial edge load and fixed edges (h = H = 0). To 
simplify his calculations, he transformed the differential equation (3.1) into the form 
V"( g) = - el V 2. This transformation turned out to be crucial for the theoretical analysis of 
rn-solutions for both Foppl and Reissner theory. We write the Schwerin transformation for 
our purposes as follows 

2 2 
X - E 

Z = ? , 
1- E-

(3.4) 

This change of variables maps any rn-solution y(x) of (3.1) into an rn-solution g(z) of the 
differential equation 
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_ d2g = F( ).= {2P2(Z,E)ll: Foppl, 
dz 2 z, g. RS(z, g): simplified Reissner, ° < z < 1, (3.5) 

where the following notations are used: 

1 fX(Z) 
P(z, E):= --2 tp(t) dt, 

1- E e 

RS(z,g):=(k \ ))2[1_ V 2 g 2 ], 
wx z g + 0 (z) 

0(z):= 2kwx(z)P(Z, E) . 

The boundary conditions (3.2), (3.3) can be expressed in terms of z and g(z) by 

g(O)=s or Bo[g]=h, g(l) = S or BJ[g] = H . (3.6) 

Here the new boundary parameters s ~ 0, S ~ 0, hand H real, are obtained by suitably 
stretching the old ones. The boundary operators Bj[g] have the form 

Foppl, 

simplified Reissner . 

Unless otherwise stated, a dot denotes differentiation with respect to z. Since F(z, g) is 
nonnegative it is clear from (3.5) that any rn-solution g(z) must be concave. Thus, g(z) with 
g(O) = sand g(l) = S is supported by the linear function q(z):= zS + (1- z)s in the sense 
that g(z) - q(z) ~ ° holds. 

The convergence of Schwerin's series solution of g = - z2!2i, (p = 1), was proved by 
Weinitschke in [48], but only for the case s = ° and S or H sufficiently large, not covering the 
situation H = 0. An integral equation method analogous to (2.7) was also employed in [48] 
for the solution of Problem (s, H). However, the results obtained by applying the Banach 
fixed point theorem will not be discussed here, as they impose unacceptable restrictions on 
the parameters E, v, sand H, excluding, in particular, the case s = H = 0. As for circular 
membranes, a constructive existence proof for an rt-solution (not covering a stress-free inner 
edge s = 0) as a limit of Y n (x) defined by (2.15), with an appropriate definition of T, has 
been given by Novak [33]. 

The solutions for a free inner edge s = ° and uniform load p = 1 can be expressed in terms 
of solutions of the circular membrane, as shown by Grabmiiller and Weinitschke [21]. More 
precisely, we have the following 

THEOREM 3.1. Let z(g) be the solution of (2.1), (2.3), Problem S with z(l) = SE:= (1-
E2)-4/3 S > 0, Q = 1. Then there exists a unique solution y(x) of Problem (s, S), s = 0, p = 1. 
This solution is positive and has the form 

X - E 
( 

2 2)112 
g= -1--2 

-E 
(3.7) 
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Let z(O be the solution of (2.1), (2.3), Problem H with z'(I) + (1- vJz(l) = HE := 
(1-i)-1I3H, where 1',:=1'-8\1+1'), Q=1. Then there exists a unique solution of 
Problem (s, H), s = 0, p = 1. This solution is positive and has the form (3.7). 

In particular, this theorem covers the physically interesting cases s = 0, S > 0 and s = 0, 
H :;:, 0, but only for uniform load. It also proves a formal result obtained by Schwerin [39] 
concerning the stress concentration factor. In addition, existence and uniqueness of rt­
solutions for Problem (s, S), s > 0, S > 0 and for Problem (s, H) for s > 0 and s + H > 0, in 
terms of the new parameters defined in (3.6), for arbitrary load functions p(x), was proved 
in [21]. This was done by reducing these two problems to integral equations with antitone 
operators and applying Schauders fixed point theorem, along the lines described in Section 2. 

Concerning the more difficult Problems (h, S) and (h, H), a new device was brought into 
the analysis of rt-solutions by E. Novak [33] who considered positive solutions of certain 
nonlinear integral equations. His method led to a considerable improvement of the known 
existence results. The standard method of using Green's function shows that rt-solutions 
g(z), for example of Problem (s, S), coincide with the positive CIl[O, 1]-solutions of the 
integral equation 

g(z) = q(z) + f k(z, t)F[t, get)] dt, 0 ~ z ~ 1, 

where q(z) is defined above and where 

{ t(I-Z): O~t~z~l, 
k(z,t)= z(l-t): O~z~t~l. 

(3.8) 

A new dependent variable f(z):= g(z) - q(z) is introduced, and instead of (3.8) the 
following integral equation is considered (see (2.30)): 

fez) = (wf)(z): = f k(z, t)F[t, d/t)] dt, 0 ~ z ~ 1. (3.9) 

Here, for some 8 > 0, the cutofffunction d/z):= max{f(z) + q(z), 8}, 0 ~ z ~ 1, provides a 
lower bound for the solutions of (3.9). As in Section 2 a convex subset Me Co[O, 1] is 
considered which consists of all functions f admitting an integral representation fez) = 
f~ k(z, t)H(t) dt for some HE Co[O, 1], H:;:, 0. An application of the Schauder fixed point 
theorem then yields an analogon to Theorem 2.11, with g(x) replaced by fez) and W defined 
by (3.9), proving that equation (3.9) has a Co[O, 1]-solution fez) with f + q > 8. 

It is clear that Novak's condition (N) must be void if s > 0 and S > ° is considered. Thus, a 
new existence proof for rt-solutions to Problem (s, S) is obtained because it is seen from (3.9) 
that g(z):= fez) + q(z) solves the integral equation (3.8). In [17], the question of uniqueness 
of rt-solutions to each boundary value problem was fully resolved by a suitable application of 
Hopf's generalized maximum principle [36]. The above new integral equation method was 
also extended to Problems (s, H), (h, S) and (h, H). The particular constellation of Problem 
(s, H) again leads to a void condition (N). In summary, we have [17,18]: 

THEOREM 3.2. Let P\I, 8) > 0, then in the small finite deflection theory both Problem 
(s, S) and Problem (s, H) have a unique rt-solution for all s > 0, S > ° and H real. Moreover, 
rt-solutions for Problems (h, S) and (h, H) are unique. 
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Analogous existence results do not hold in the cases of Problems (h, S) and (h, H) for the 
Fappl theory. A discussion of the crucial condition (N) surprisingly shows that rt-solutions 
are absent in an unbounded, simply connected subset of the respective parameter ranges 
(h, S) and (h, H). This was first discovered by Grabmiiller and Novak [18], who estimated 
the domains of existence and nonexistence of rt-solutions by simple analytical curves. 
Unfortunately, a gap was left in the parameter ranges where a definite statement on 
existence or nonexistence was impossible. We shall return to this point after having 
commented on Reissner's finite rotation theory for annular membrane problems. 

Before 1980, a mathematical analysis of the boundary value problems posed by the 
simplified Reissner theory seemed to be nonexistent as far as annular membranes under a 
nonvanishing surface load are concerned. First existence results for a rather restricted range 
of the boundary data were obtained by Weinitschke [48], who extended the integral equation 
technique formerly used for the Fappl membrane equations. The discovery of Novak's 
device led to a marked improvement and extension of these results. The general analysis 
developed above covers also the membrane equations of Reissner's theory and thus provides 
the existence of rt-solutions to Problem (s, S) for each s > 0, S > 0. This result was 
established by Grabmiiller and Pirner [19]. The uniqueness of rt-solutions was also proved in 
[19] for the whole set of physically meaningful boundary parameters s > 0, S > 0, hand H 
real, and for each of the problems defined by (3.1) and (3.3). In summary, there is the 
following 

THEOREM 3.3. (a) Let P2(1, e) > 0, then Problem (s, S) has a unique rt-solution for all 
s>o and S>O. 
(b) Problems (s, H), (h, S) and (h, H) have at most one rt-solution for all s > 0, S > 0, hand 
H real. 

Problems (s, H) and (h, H) differ from those of the Fappl membrane model since the 
boundary operator B1[g] in (3.6) now is genuinely nonlinear. The integral equation (3.8) 
changes to the form 

g(z) = q.(z) + (I k.(z, t)RS[t, get)] dt + w,.(z)V g\l) + 9\1), ° ~ z ~ 1, , Jo' (3.10) 

with appropriate Green's functions kj(z, t) and with linear functions %(z):= Ajz + Bj' 
wj(z):= v(Cjz + D), dependent on the boundary parameters s, S, hand H. The subscripts 
j = 1, 2, 3 refer to Problems (s, H), (h, S) and (h, H), respectively. The operator Win (3.9) 
needs to be corrected by an additional term Wj(z){[t(I) + qj(I)]2 + 9 2(1)}1/2 and the subset 
Me Co[O, 1] must be suitably modified in order to show that Theorem 2.11 now holds for 
annular membranes within Reissner's theory. Details are elaborated in [19], and the results 
obtained from a discussion of condition (N) differ from those of the Fappl membrane model 
rather quantitatively than qualitatively. As before, the ranges of boundary parameters 
associated with Problems (h, S) and (h, H) are subdivided into the three simply connected 
subsets of existence, of nonexistence and a remainder of unknown relation to rt-solutions. 
Surprisingly, the behavior of Problem (s, H) alters significantly when the theory turns over 
from small finite deflections to finite rotations. Contrary to the statement of Theorem 3.2, 
the parameter range s > 0, H real, now splits in the same manner as described above. An 
explanation stems from the concept of superfunctions which was more thoroughly discussed 
in [14). 
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A concave function goo E C2(0, 1) n Co[O, 1] is said to be a super function of Problem (s, S) 
if for any m-solution g(z) the relations g(j) = goo(j) with j = 0,1, and g(z):s;; g",(z) with 

O:s;; z :s;; 1 hold. For s ;,: So and S;': So, a superfunction g",(z) of Problem (s, S) is generated by 

g",(z):= (1- z)(s - so) + z(S - So) + gx.o(z) where g",.o(z) denotes any superfunction of 
Problem (so, So)· For example, suitable superfunctions of Problem (s = 0, S = 0) are pro­
vided by [14] 

Foppl, 

(3.11) 
simplified Reissner . 

Pursuing an idea mentioned in Section 2, rt-solutions g = g(z; s, S) of Problem (s, S) may be 
interpreted as rt-solutions of Problem (s, H) for a value H given by BJ[g(·; s, S)] = H. The 
superfunction g",(z):= q(z) + gx.o(z) with g",.o taken from (3.11) is appropriate to verify 
q(z):s;; g(z; s, S):s;; g",(z) and to show BJ[g(·; s, S)]~ +00 as S~ +00. In addition, taking 
account of 

1 1z 
g",(l):S;; g(l; S, S):s;; q(l) -lim sup - k(l- z, t)F[t, goo(t)] dt , 

z-->O+ Z 0 
(3.12) 

an elementary calculation yields lims-->o+ BJ[g(·; s, S)] = -00 for Foppl's theory, while 

in case of Reissner's theory [16]. In this case the range of the mapping (s, S) ~ 
BJ[g(·; s, S)] does not cover the whole real axis. So rt-solutions must be absent at least for 
H<H/. 

First ideas of the mapping argument used above originate from Pimer's diploma thesis [35] 
where only the finite rotation case was treated. However, the ingenious mapping idea was 
appropriate to fill in the gap mentioned above between the domains of existence and 
nonexistence of rt-solution. The following strategy was successful. 

Firstly, the natural domain Ex(s, S) : = {(s, S): s ;,: 0, S ;,: O} of existence of m-solutions to 
Problem (s, S) is introduced. Theorem 3.3 confirms that the unique rt-solutions 
g:= g(z; s, S) of Problem (s, S) are defined at every interior point (s, S) of Ex(s, S). At 
every boundary point of Ex(s, S) there exists a unique rn-solution. This was shown by Pimer 
[35] in the finite rotation case and by Grabmiiller [14] within a more general setting which 
also covers the small finite deflection case, see also [20]. 

THEOREM 3.4. Assume P2(1, e) > 0, and let (s, S) be any boundary point of the set 
Ex(s, S). 

(a) The small finite deflection model: There exists a unique rn-solution g = g(z; s, S) of 
Problem (s, S) with a finite derivative g(O; s, S) but an unbounded derivative 
g( 1; s, S) = - 00 if S = O. 

(b) The finite rotation model: There exists a unique rn-solution g = g(z; s, S) of Problem 
(s, S) with additional regularity gE CJ[O, 1] for all s;,:O, S;,:O. 
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Secondly, each boundary operator Bj' j = 0,1, acting on the totality of rn-solutions g(z; s, S) 
of Problem (s, S) is interpreted as a mapping f3j (s, S):= Bj[g(-; s, S)] from the domain 
Ex(s, S) into the reals. If the images of the set Ex(s, S) subject to the vectorial mappings 
(s, f31(s, S)) and (f3o(s, S), S) are, respectively, denoted by Ex(s, H) and Ex(h, S), it 
becomes evident that these sets can be expected to form the natural domains of existence of 
rn-solutions to Problems (s, H) and (h, S). The more involved Problem (h, H) will be 
discussed below. 

Of major interest is the behavior of the semi-axes s ~ 0 and S ~ 0 under the mappings f3j 

since their images 1/S):= f3/s, 0) and f/S):= f3j(O, S) should be expected to separate the 
domain of existence of rt-solutions from that of nonexistence. 

The development of the necessary analysis initiated by Pirner [35] was concerned with the 
simplified Reissner model. Pirner's results were substantially based on the following theorem 
which summarizes the main properties of the mappings f3j' 

THEOREM 3.5 [The finite rotation model]. Let So ~ 0 and So ~ 0 be fixed. 
(a) The projections f3j(so, .): tR+ ~ fR are strictly increasing and continuous, and so must be 

f j. The ranges of f3j(so;) are the segments [1/So), +00). Asymptotic forms of fj are 
provided by 

(3.13) 

(b) The projections f3/, So): fR+ ~ fR are strictly decreasing and continuous, and so must 
be 1j' The ranges of f3/, So) are the segments (-00, fj(So)]· Asymptotic forms of 1j are 
provided by 

0:::::10(S)+(E2 + p,,)s=o(l) } 2 as s~ +00. 
0::::: -(1- E )vI8(1)1/2 - s - 11(S) = 0(1) 

(3.14) 

A proof of the continuity and monotonicity statements in Theorem 3.5, which is by no means 
simple, was supplied in [20]. The asymptotic forms (3.13) and (3.14) are easily derived from 
the integral representation (3.8) using 

g(O; s, S) ~ S - s + L: (1 - t)RS[t, get)] dt, ) 

g(l; s, S) = S - s - L tRS[t, get)] dt, 

(3.15) 

and observing that RS[ z, q( z)] ~ 0 as s ~ + 00 or S ~ + 00. The last relation holds pointwise 
for each z E (0,1) and for q(z):= zS + (1- z)s supporting g(z). 

By Theorem 3.5, an rn-solution g(z; s, S) corresponding to (s, S) E Ex(s, S) induces the 
displacements h : = f3o(s, S) ::::: fo(S) at the inner edge of the annulus, and H: = f31 (s, S) ~ 
11 (s) at the outer edge. Since the mappings f3j(s,') and f3/, S) are one-to-one, the 
representations 

Ex(s, H) = {(s, H): H ~ 11 (s), S ~ O} , Ex(h, S) = {(h, S): h::::: fo(S), S ~ O} 

become evident which in turn allow to be interpreted as an existence result for both 
Problems (s, H) and (h, S). 
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THEOREM 3.6 [The existence statement of Problems (s, H) and (h, S) for the finite 
rotation theory]. Assume P2(1, e) > O. Let, respectively, go(z; S) and gl (z; s) denote the 
unique rn-solutions of Problems (s = 0, S) and (s, S = 0), and define the continuous curves 

(3.16) 

Then the parameter ranges of Problems (s, H) and (h, S) are decomposed, respectively, by YI 
and fo into complementary subsets of existence and nonexistence as follows: 

(a) Problem (s, H) «h, S), resp.) has a unique rt-solution g(z) if and only if s > 0 and 
H> Yl(S) (S > 0 and h < fo(S), resp.). 

(b) At any boundary point (s ;:::0, H = YI(S» a unique rn-solution g(z) of Problem (s, H) 
is given by gl (z; s) and thus satisfies g(O) = sand g(l) = O. At any boundary point 
(s = 0, H), H> Ho:= YI(O), there exists a unique rn-solution g(z) which satisfies 
g(O) = 0 and g(l) > O. 

(c) At any boundary point (h = fo(S), S;::: 0) a unique rn-solution g(z) of Problem (h, S) 
is given by go(z; S) and thus satisfies g(O) = 0 and g(l) = S. At any boundary point 
(h, S = 0), h < ho:= fo(O), there exists a unique rn-solution g(z) which satisfies g(O) > 0 
and g(l) = O. 

(d) Outside the sets Ex(s, H) and Ex(h, S) rn-solutions cannot exist. 

It is worth noting that the relations (3.13) and (3.14) supplemented by the superfunction 
(3.11) provide lower and upper bounds for the separatrices Yl(S) and fo(S). Indeed, letting 
Yt(s):= -s - (1- e2)vI0(1)1/2, a simple calculation yields 

Yt(s)+goo,o(l)~y\(s)~Yt(s), s;:::O,} 

is ~ fo(S) ~ e2(S + goo,o(O», S ~ 0 . 
(3.17) 

The bounds (3.17) are simpler, but slightly coarser than those given in the paper [19]. The 
domains of existence of tensile solutions of Problem (h, S) for various k are illustrated in Fig. 
2. 

The analysis of Problem (h, H) is more complex because the images of the semi-axes s ~ 0 
and S ~ 0 in (h, H)-plane now are parametrized arcs 

I':= {(h, H): h = Yo(s), H= y\(s), s ;:::O}, 

I":= {(h, H): h = fo(S), H = fl(S), S ~ O} , 

which form a connected continuous arc I : = I' U I" C (h, H). To make the representation of 
I explicit, Theorem 3.5 is utilized. The functions 

are properly defined and map onto the segments (-00, Hol and [Ho, +00), respectively. This 
shows the (h, H)-plane is complementarily subdivided by the arc 

I = {(h, H): H = PI(h) for h ~ ho and H = pz(h) for h > ho} 
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Fig. 2. Tensile solutions y(x) of Problem (h, S) only exist for boundary parameters hand 5 within the dotted 
domain which extends unboundedly to the left. The diagram shows how the separatrix ro(5) varies with k . For k = 0 
(Foppl model) the domain of existence is maximal. The surface load is uniform , 11= 1 /3, and f = 0.1. 

into two subdomains, which clearly are the domains of existence and nonexistence of 
rt-solutions to Problem (h, H). Via an implicit-function argument the following set is 
recognized as the domain of existence: 

Ex(h, H):= {(h, H): H ~ p(h) for h ~ ho, H ~ P2(h) for h > ho} . (3 .18) 

Here, the details are omitted and reference is made to [20]. Again, the results can be 
interpreted as an existence theorem. 

THEOREM 3.7 [The existence statement of Problem (h, H) for the finite rotation theory]. 
In addition to the assumptions of Theorem 3.6, define 

s~o } 
(3.19) 

Then the parameter range of Problem (h, H) is decomposed by !, into complementary subsets 
of existence and nonexistence as follows: 

(a) A unique rt-solution g(z) exists if and only if 

(b) At any boundary point (h ~ ho, H = p,(h)) a unique rn-solution g(z) is given by 
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g) (z; s) and thus satisfies g(O) = s = 'Y ~) (h) > 0 and g(l) = O. At any boundary point 
(h > ho, H = P2(h)), a unique rn-solution g(z) is given by go(z; S) and thus satisfies 
g(O) = 0 and g(l) = S = r~)(h) > O. 

(c) Outside the set Ex(h, H) rn-solutions cannot exist. 

The domains of existence of tensile solutions are given in Fig. 3, for various values of k. 
Lower and upper bounds for the separatrix ~ are derived from a fundamental relation 

between rn-solutions g(z) and any superfunction goo (z) of Problem (s, S). Notice that 
q(z)::s g(z)::s goc (z) holds. Taking finite differences at z = 0 and z = 1, in the limit the 
derivatives are subjected to the following inequalities: 

(3.20) 

Using this and the function 'Y res) defined above one obtains straightforwardly 

goo o(O)~ \ Bo[g]+(l+ ~)s-S~O'} . £ £ 

B)[g] ~ (1 - p.)S + goo,o(1) + 'Yr(s) . 

(3,21) 

From these relations and from (3.17) the following bounds are obtained for the strictly 
increasing arc p)(h), where pr(h) := H /(i + p.) - (1- £2)/110(1)1 /2 will be used 

2 

pr(h)+goo o(1)-~+ goo o(O)::Sp)(h)::spr(h), h::sho ' 
, £ P. , 

(H) 

(1): k:O . l 
4.0 (2): k:0.2 

(3); k:0.3 
(4): k=0.4 

2.0 (5); k=0.5 
(6): k=2.0 
(7); k=5.0 

O.O ~ .. ~. ~ .. ~. ~. ~ .. ~. ~ .. ~. ~ .. ~. ~ .. ~. ~. ~ .. ~. ~. ~. ~ .. ~.~.~~~~~-----------------4 

- 2.0 

[p(K») load-Function 

-6.0 

O. 00 ~'''''''''''''-''.'''"T''''''' ........ ;;;, ............. ..,.I---r--...J 
0.00 0.50 1.00 (K) 

-4.0 -2.0 0 . 0 2.0 4.0 6.0 (h) 

(3.22) 

Fig. 3. Domains of existence (dotted) of tensile solutions y(x) to Problem (h , H). The boundary manifold I defined 
in Theorem 3.7 depends on k. For k = 0 (Foppl model) existence extends to all values H < O. The surface load is 
uniform, ,,= 1 /3, and E = 0.1. 
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Analogues estimates for the arc pz(h) are somewhat more complicated but principally 
derivable from (3.17) and (3.22). 

An extension of Pirner's mapping argument to Fappl's small finite deflection theory needs 
a few changes in the above analysis and has been elaborated in [16,22] within a more general 
setting of two-point nonlinear boundary value problems. As was seen in the discussion of 
Problem (s, H), the set Ex(s, H) alters significantly when the theory changes from Fappl's 
model to Reissner's model. This was a consequence of rn-solutions g(z; s, S) to Problem 
(s, S) getting an unbounded derivative g(l; s, S)~ -00 as S~O+ in Fappl's theory, which 
was seen by virtue of (3.12). The question whether a similar behavior occurs at z = 0 has a 
negative answer. For a proof, the superfunction g",(z) of Problem (s, S), s = 0, derived from 
(3.11) has to be replaced by a more appropriate one, for example by 

._ 2 11 pZ(t, e) 
g",(Z).- zS + 2 k(z, t) z dt, 

SOt 

which possesses a bounded derivative 

2 11 pZ(t) 
g",(O) = S + 2 (1 - t) ; e dt < +00 • 

SOt 

Using (3.20) it becomes evident that g(z; s, S) has a bounded derivative at z = 0, s = o. As a 
consequence, the existence statement of Problem (h, S) expressed by Theorem 3.6 does not 
change substantially if the small finite deflection theory is considered. 

However, Theorem 3.7 needs some modifications since the arc "Yl(S) degenerates to -00 

because gl(l; s) now becomes unbounded for each s ~O, and because fl(S)~ -00 as 
S ~ 0+. Thus the separatrix I consists of the arc r alone. A suitable explicit representation 
of r is provided by 

The range of p~1 is the segment (ho, +00) with ho:= fo(O). Therefore, the set 

Ex(h, H):= {(h, H): h ~ p~\H), H real} 

has to be recognized as the domain of existence of rn-solutions to Problem (h, H). In 
summary, the following final existence theorem holds. 

THEOREM 3.8 [The existence statement of Problem (h, H) for the small finite deflection 
theory]. Let gj(z;·) and fj(S) be defined as in Theorems 3.6 and 3.7. Then the parameter 
range of Problem (h, H) is decomposed by I" into complementary subsets of existence and 
nonexistence as follows: 

(a) A unique rt-solution g(z) exists if and only if h < p~\H):= fo[f;I(H)] and HEIR. 
The continuous arc p~1 is strictly increasing with limH --->_", p~I(H) = ho:= fo(O) and 
limH--->+oo p~I(H) = +00. 

(b) At any boundary point (h = p~I(H), H) a unique rn-solution g(z) is given by go(z; S) 
and thus satisfies g(O) = 0 and g(l) = S = f;l(H). 

(c) Outside the set Ex(h, H) rn-solutions cannot exist. 
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4. Wrinkle-free solutions of circular and annular membranes 

Stability considerations limit the applicability of tensile and rn-solutions to engineering 
problems. According to Stein and Hedgepeth [42], buckling of a stretched membrane is 
termed 'wrinkling', and the criterion adopted in [42] for wrinkling is that in a membrane 
compressive principal stresses cannot occur. Hence the vanishing of the minimum principal 
stress is taken to be the condition for incipient wrinkling. Recently this criterion has been 
demonstrated by a stability analysis, even for physically nonlinear membrane theory, by 
Steigmann [41]. Since O"r ~ 0 in the solutions discussed in the preceding sections, the 
condition of wrinkling is the vanishing of O"e. The same criterion was used also by Jahsman et 
al. [24] and by Nachbar [32] in their membrane analyses under point loads. 

In his work on the Foppl circular membrane under uniform pressure, Dickey [10] observed 
from his numerical results that O"e(r) is monotone decreasing in 0 ~ r ~ a. Hence, O"e(a) = 0 is 
the wrinkling criterion. He found numerically that O"e(a) = 0 for S = 0.7292, which implies 
that for S > 0.7292 the membrane is entirely in tension, while for S < 0.7292 circumferential 
compression occurs in some annulus 0 < c < r ~ a. For the fixed edge problem H = 0, he 
found that S ~ 0.7292 for all v, 0 ~ v < 1/2. 

It is seen that the values Sand H separating stable from unstable solutions can easily be 
determined by solving the differential equations (2.1) or (2.16) (the v-term omitted) for the 
boundary condition y'(l)+y(l)=O, provided that O"~(x)~O holds for all xE[O,I]. This 
monotonicity was first proved for the circular membrane under certain variable loads ji(x) by 
Weinitschke [45], both within the Foppl and the simplified Reissner theory. Set z(x) : = xy' + 
y, then from (2.16) 

3 3 4 2-
X z' = - x y' - e x f(x, y) , 

from which 

x3z' = hex) - xh'(x) , 4 IX hex) = 2: t2j(t, yet»~ dt 
k 0 

(4.1) 

(4.2) 

is easily derived. An elementary argument then shows that z' ~ 0 provided that Q(x) > 0 and 
[xp(x)]' ;3: o. In that case z and therefore O"e is monotone decreasing. The same argument 
goes through for the Foppl membrane. The resulting stability limit curves are shown in Fig. 
1. 

A special result for annular membranes, but within the Foppl theory only, has also been 
established in [45]. It concerns the case p = 1 and s = 0, for which we have the representation 
theorem (3.7). It is easy to derive a formula for z = xy' + y from (3.7) which shows that z is 
monotone decreasing for all x E [e, 1]. Hence, the limit curves S( e) and H( e) separating the 
wrinkle-free solutions from the unstable ones are given by the condition y'(l) + y(l) = o. 

It was a major task to generalize the above results to circular and annular membranes 
under general boundary conditions, and to remove restrictions such as (xp)' ;3: 0 or ji = 1 in 
the above results. This has been achieved in 1990 by Grabmiiller [15] for the annular 
membrane and in 1991 by Beck and Grabmiiller [4] for the circular membrane. We proceed 
to outline these new results. 

We first observe that the transformation (3.4) can also be used in the case e = O. If we let 
t: = x 2 and get) : = x 2y(x) , then Problem S reduces to 
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-g(t) = F(t, g), 0< t< 1, g(O) = 0, g(I)=S, (4.3) 

where a dot denotes differentiation with respect to t in this section. F(t, g) is obtained from 
(3.5) by setting e = O. Since F is nonnegative, any rn-solution g(t) of (4.3) must be concave. 
Furthermore, g(t) satisfies an integral equation of the form (3.8), with q(t) = St, which can 
be utilized to extend differentiability of g(t) to the end points t = 0 and t = 1. In particular, it 
can be shown that any solution of (4.3) satisfies g(O) = y(O) > 0 and implies the correct 
boundary condition y'(O) = O. 

Let gj(t) be solutions of Problem S for S = Sj' j = 1,2 with S2 > S, ~ 0, and let 
z(t):= g2(t) - g, (t). Then the integral representations for gj(t) can be used to prove that 
sign z(t) = sign z(t) and that z(t) ~ 0 and i(t) > 0 holds for all t E [0,1]. In terms of the 
variables t and g, the circumferential stress can be written as 

(4.4) 

It is seen that the rn-solution g(t) of Problem S for S = 0 is not wrinkle-free. Indeed, by 
concavity we have g(l) < 0 while g(l) = 0, implying 0'6(1) < O. Consequently, a wrinkle-free 
solution must be an rt-solution satisfying g(t) > 0 for all t E [0,1]. The function 
p(t):= 2tg(t) - g(t) obviously preserves the positivity of 0'6 except at t = O. Let gj(t) be 
defined as above, then it follows from the monotonicity properties of z, i and Z that the 
corresponding functions Pj(t) satisfy the inequality 

P2(t)-P,(t) = ti(t) + 1: TZ(T)dT>O, O<t::::;1. (4.5) 

Therefore, if g(t) is wrinkle-free at a point (k, S), S > 0, then this property is preserved at 
any point (k, S,) with S, > S. As the set 

W:= {(k, S): inf p(t; k, S) ~ O} , 
0<1"" 

(4.6) 

is the domain of existence of wrinkle-free solutions, its boundary r(k) = infs;;.o W, k > 0 is 
well-defined. 

In order to study f(k), two maximum principles are needed. They can be proved under 
the following assumptions on the load: p(t) ~ 0 (or p(t)::::; 0) is measurable and bounded, 
p>O (or p<O) holds on a subset of [0,1] of positive measure, Q(t)~O for all tE[to, 1], 
0< to < 1, and (d/dt)Q2(t) is piece-wise continuous for t E (0, 1), where Q(t) = It Tp( T) dT 
[15]. 

THEOREM 4.1. Let g(t) denote an rt-solution of Problem S, S > 0, then a local minimum 
p(t,)::::; 0 cannot be attained at an interior point t, E (0,1), unless g(I)::::; O. 

THEOREM 4.2. Given k2 > k, > 0, denote by g/t) : = g(t; k) the rn-solutions of Problem S 
for S = Sj ~ 0, j = 1,2. Let z(t):= git) - g,(t). Then a local maximum z(t,) > 0 cannot be 
attained at an interior point t, E (0,1). 

According to Theorem 4.1, the stress component 0'6(t) of a wrinkle-free solution g(t) cannot 
vanish at an interior point of the membrane. Thus, positivity of 0'6(t) is controllable via the 
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positivity of the boundary value p( 1). This generalizes a similar result derived from (4.1) and 
(4.2), under the more restrictive assumptions Q(t) > 0 and (d/dt)[tp(t)] ;::, O. Integral repre­
sentations of get) and get) give rise to the formula 

2 II pel) 0= pel; k, S) = 2g(1) - S = S - 2 R[T, geT)] dT, 
k 0 

where 

(Vi 
P(t):= 2vt Jo Tp(T) dT. 

(4.7) 

R is related to F of (4.3) by F(t, g) = R(t, g)/(k2t). It is seen from (4.7) that pel; k, S)~ +00 
for each fixed k > 0, as S ~ +00. Since pel; k, 0) < 0, the segment [0, +(0) is contained in the 
range of the mapping S ~ pel; k, S), for S;::' 0, k > O. Hence the boundary f(k) defined 
above can be obtained from the non empty set 

f:= {(k, S), k > 0, S;::, 0: pel; k, S) = O} , (4.8) 

by applying an implicit function theorem to pel; k, S) = O. At this point the continuity and 
strict monotonicity (4.5) of pel) is used. The set (4.8) then is the graph of a uniquely defined 
function f: fR+ ~ fR satisfying pel; k, f(k» = 0 for all k > O. The function f(k) constitutes 
the finite boundary part of W provided g( 1) > O. In view of (4.7), this condition holds for 
S ;::'f(k), k >0. 

Now Theorem 4.2 is applied to prove 

THEOREM 4.3. The mapping f(k) is strictly decreasing and continuous, limk->oc f(k) = 0 
and limk->o+ f(k) = S* > 0 exist. 

The following representation is an immediate consequence of (4.7) 

2 II f(k)=2 R[T,g(T)]dT, k>O, 
k 0 

(4.9) 

where get) is the rt-solution satisfying p(l)=O. Equation (4.9) shows that f(k)~O as 
k~ +00. The limit for k~O+ can be obtained by applying I'Hospital's rule to (4.9). The 
result is 

f(O) = S* = f ;:i;j dT > 0 . (4.10) 

S* is the boundary of the Foppl model, so that rt-solutions are wrinkle-free for S;::' S*. For 
uniform load S* = 0.7292, as computed by Dickey [10]. 

It remains to consider the displacement problem. In terms of the variables t and g, the 
boundary conditions given in (2.3) and (2.16) for Problem Hare 

2g(1) - (1 + v)g(l) = H: Foppl, 
(4.11) 

2g(1) - g(l) - v[g2(1) + ep2(1)]112 = H: simplified Reissner. 
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Introducing p(l) = 0 and making use of (4.7) the domain of wrinkle-free solutions for 
Problem H is bounded by the graph of 

H(k) = -vS*, k = 0: Foppl, 
(4.12) 

H(k) = - v[r2(k) + ep2(1)t2, k > 0: simplified Reissner. 

An asymptotic form of H(k) is 0 ~ - H(k) - vP(l)k = 0(1) as k-HYJ, which follows from 
Theorem 4.3. The limit curves f(k) and H(k) are presented in Fig. 1 for the case of uniform 
load and v = 1/3. It is worth noting that there is a strong dependence on v. In fact, (4.12) 
shows that H(k) = 0 for all k ~ 0 if v = o. 

We now discuss the problem of wrinkle-free solutions for annular membranes, solved by 
Grabmiiller [15] under similar assumptions on the surface load as for the circular membrane. 
The basic boundary value problems have been formulated in equations (3.1)-(3.3). The 
Schwerin transformation (3.4) is used to allow the application of concavity and monotonicity 
arguments. A maximum principle is then established which shows that the positivity of 0"6 (x) 
is controllable via the values taken at the boundary x = 8 and x = 1. We then examine in the 
set of boundary data s ~ 0, S ~ 0 the manifolds 0"6 (8) = 0 and 0"6 (1) = 0 (keeping the 
parameters k and 8 fixed). They determine the boundary of the domain W(s, S) of 
wrinkle-free solutions of Problem (s, S). 

In terms of the variables t = (x2 - 8 2) /(1- 8 2), get) = w 4x2y(X) we have the annular 
membrane boundary value problems (3.5) and (3.6), replacing z by t, as above. Let g/t) 
denote any two rn-solutions of Problem (Sj' S), j = 1,2, and let z(t):= g2(t) - gl(t), then we 
have again monotonicity z(t) ~ 0, t E [0,1], i(t) ~ 0, t E (0,1), provided that S2 ~ SI ~ 0 and 
S2 ~ S) ~ O. Furthermore, i(t) ~ 0, t E [0,1], provided that S2 > SI ~ 0 and S2 = SI ~ o. The 
function 

pet) : = wet + I' ) 0"6 (t)( 4/ Ee) = 2(t + I' )get) - get) , (4.13) 

where y = 8 2/(1 - 8 2), preserves both the regularity and positivity of 0"6' thus 

W(s, S) = {(s, S): inf pet; s, S) ~ o} . 
0</,;;1 

(4.14) 

As in the case of the circular membrane, it is observed that an rn-solution get) of Problem 
(s, S) is not wrinkle-free if s = S = O. Clearly a wrinkle-free solution get) must satisfy get) > 0 
for all t E [0,1], which follows from (4.13) noting that g(l) > 0, and that g(O) ~ get) ~ g(l) 
by concavity. 

In order to derive monotonicity properties for pet), the integral equation (3.8) is 
employed. Together with the monotonicity of z = g2 - gl' the following inequalities analog­
ous to (4.5) are obtained for Pj(t) = pet; Sj' S), j = 1,2 

P2(t) - PI (t) = (t + 21' )i(t) + 1: ri(r) dr ~ 0, t E [0,1]' (4.15) 

provided that S2 = SI ~ 0 and S2 > SI ~ o. On the other hand, if S2 > SI ~ 0 and S2 = S) ~ 0, 
then 

P2(t) - PI (t) = 2(t + I' )i(t) - z(t) ~ 0, t E [0,1] . (4.16) 
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Next the structure of the boundary f(s) = infs W(s, S), s ~ 0, is studied under the assumption 
that p(x) is measurable and positive on e:!S x:!S 1 in the sense defined above for the circular 
membrane. Theorem 4.1 holds for any m-solution of Problem (s, S), S > 0 (O:!S t:!S 1 
represents the interval e:!S x:!S 1). Thus, positivity of (To is here controlled by the boundary 
values p(O) and p(l), given from (4.13) by 

p(O) = 2yg(0) - s , p(l) = 2(1 + Y )g(l) - S . ( 4.17) 

If both p(O; s, S) and p(l; s, S) are zero for s = sp' S = Sp' then (sp, Sp) is called a switch 
point. The integral representation for pet), evaluated at t = 0 and t = 1, supplies two linear 
algebraic equations for calculating switch points. The result is 

s =2y e (1+2Y+7)F[7,g(7)]d7>0, 
p Jo 

Sp = 2(1 + y) f (2y + 7)F[ 7, g( 7)] d7 > 0 . 

(4.18) 

It can be shown that there exists exactly one switch point for any given k > 0 and e > O. Here 
again the monotonicity of the function z(t) is crucial in the proof. It is easy to compute the 
switch point numerically. One simply solves the differential equation - get) = F(t, g) subject 
to the boundary conditions (4.17) setting p(O) = p(l) = 0 and s = g(O), S = g(l). 

Physically, one expects wrinkling to occur if s at the inner edge is sufficiently large. On the 
other hand, no wrinkling should occur if S at the outer edge is sufficiently large. Indeed, 
from an integral representation for pet) one can show rigorously that p(O; s, S)~ -00 for 
each S ~ 0 as s~ +00, and p(l; s, S)~ +00 for each s ~ 0 as S~ +00. Hence the ranges of 
the mappings s ~ p(O; s, S) and S ~ pel; s, S) are such that the nonempty sets 

fj={(s,S):p(j;s,S)=O}, j=O,l (4.19) 

give rise, via the implicit function theorem, to a pair of uniquely defined functions 
f~l: tR+ ~ fR and f l : tR+ ~ fR satisfying 

p(O; f~\S), S) = 0 for S ~ 0 and pel; s, fl(s)) = 0 for s ~ o. ( 4.20) 

With S*:=f~I(O) and S*:=fl(O), it follows that D(fo)=Range(f~I)=[s*,+oo) and 
Range(fl) = [S*, +(0) because the mapping f~ I: tR+ ~ D(fo) is one-to-one and the map­
pings fo: D(fo)~ fR and f l : tR+ ~ fR are strongly increasing and continuous; furthermore, 
lims--->'" f/s) = +00, j = 0,1. 

The domain W(s, S) of wrinkle-free solutions of Problem (s, S) can now be determined. In 
view of (4.17), the condition g(l»O holds for S~fl(S) and s~O. Thus Theorem 4.1 
applies which shows that the boundary f of W(s, S) is part of the arcs fo and fl. More 
precisely, we have: 

THEOREM 4.4. There exists a unique switch point (sp' Sp). The parameter domain of 
wrinkle-free solutions of Problem (s, S) is the set (see Fig. 4) 
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Fig. 4. Wrinkle-free solutions of Problem (s, S) only exist within the dotted domains. At the boundary curves that 
asymptotically approach the straight line S = (1 + e2 )s /2 (bold dotted) , the circumferential stress 0'9 vanishes at one 
of the edges of the annulus, i.e., at the outer edge on the horizontal arcs, and at the inner edge on the inclined arcs. 
The surface load is uniform, ,,= 1/3, and e = 0.1. 

Next we consider problems involving displacement data in the boundary conditions. Follow­
ing Theorem 3.4, the images of mappings defined via the displacement boundary operators 
Bj , j = 0, 1, were seen to be the domains where rn-solutions of the respective Problems 
(s , H), (h, S) and (h, H) exist. Now it becomes obvious that the subdomain W(s, S) ~ 
Ex(s, S) of wrinkle-free solutions is mapped onto a corresponding subdomain in the 
boundary-parameter ranges (s, H), (h, S) and (h, H). In particular, we are interested in 
finding the images of the arcs fo(s) and f] (s). To this end we simply have to combine (4.17), 
setting p(O) and p(l) equal zero, with the displacement boundary operators Bj defined 
following (3.6). Hence, we have , with v:=(l- s2)v /2 and 0] :=0(1) 

2 

hoes) = s2g(0) - J.LS = ;" s - J.LS = - vs , (4.21 ) 

1
9(1) - J.Lg(l) = 2(1 ~ ,,) S - J.LS = - vf](s) , 

H](s) = 1- 2 

gel) - T [g(l) + vY g2(1) + 0i] = -v(fi(s) + 0i)] /2 , 
(4.22) 

for the Foppl and simplified Reissner theory. If the boundary condition B][g] = H is 
rewritten in terms of fo(s) we find 

Foppl, 
(4.23) 

simp!. Reissner , 

where DI(s) = g(l), get) being the solution of Problem (s, S) for S = roes) . 
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Fig. 5. The domains (dotted) of wrinkle-free solutions y(x) of Problem (h , S) for various k . Only minor differences 
are found between the results for k = 0 (Fappl model) and k > 0 (Reissner model). The surface load is uniform , 
v = 113, and E = 0.1. 

The set W(s, H) of wrinkle-free solutions of Problem (s, H) can thus be written as follows: 

W(s, H) = {(s, H): H ~ H1(S) for 0 ~ s ~ sp' H ~ Ho(s) for sp ~ s < oo} . 

We note that H1 (s) = 0 for all k if v = O. Therefore, no wrinkle-free solution can exist for 
H < O. 

Changing to a parametrization with respect to S, the domain W(h, S) of wrinkle-free 
solutions of Problem (h, S) can similarly be determined. Clearly (4.21) can be written as 
ho(S)= -iJr~1(S), in (4.22) r1(s) is simply replaced by S. The domains of wrinkle-free 
solutions of Problem (h, S) are shown in Fig . 5. In the case of Problem (h, H) the boundary 
of the corresponding domain W(h, H) decomposes into two connecting arcs which can be 
expressed via the function Ho, H1 defined in (4 .22) and (4.23) and a function hl(S) defined 
for describing W(h, S); for details see [15]. 

5. Curved membranes of revolution 

We begin by discussing some recent work for shallow membranes for small finite deflections 
(Foppl theory), obtained by Baxley [2] and Dickey [11]. The governing equation is (1.7). 
For a shallow spherical cap under normal pressure Ps = 0 = PH and z == zo(1- r2), approxi­
mately. Since z' = sin cp, this implies 1 - cos cp == 2zor2 in (1.7). Introducing dimensionless 
variables as for the circular membrane, equation (1.7) can be reduced to the form 

2 2 2 
Ly = "2 Q (x) - Ao , O< x<l, y'(O) = 0, (5.1 ) 

Y 
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where x = ria, Land Q are defined in (2.1), and Ao = (4Ea2dlpo) 1I3IRV2 is a geometry-load 
parameter proportional to the height Zo of the spherical cap, R is the radius of the sphere. 
Applying the transformation (3.4) with t = x2 and g(t) = x2y(x) , we obtain the problem 
formulated in [2] for uniform load and fixed edge, namely Problem H for H = 0, that is 
(apart from notation) 

2 
.. ( ) t 2 gt =-2+A , 

g 
O<t<l, 

(5.2) 
g(O) = 0, 2g(1) - (1 + v)g(l) = O. 

It is observed in [2] that the right-hand side of the differential equation is nondecreasing in g, 
at least for tensile solutions g > 0, but that the coefficients in the boundary condition at t = 1 
do not have the right signs for a classical existence theorem to apply. However, it was shown 
in [17], how this difficulty can be overcome by the well-known maximum principle of Hopf. 
Hence, applying the technique of [17], the uniqueness of positive solutions of the boundary 
value problem (5.2) follows, even for variable load and more generally for Problem Sand 
Problem H, in our terminology. In order to prove existence, Baxley substitutes u = 1 It, 
reduces (5.2) to a boundary value problem on 1:::::; u < 00, and applies an existence theorem 
valid for problems of the type 

w"(u)=f(u,w,w'), a:::::;u<oo, 

where f must satisfy a number of smoothness and monotonicity conditions. We summarize 
the results as 

THEOREM 5.1 (Baxley). Suppose (1+ v)/2<p<1, then Problem (5.2) has at most one 
solution satisfying g(t) ItP ~ 0 as t~ 0+. A positive solution g(t) exists for all A, which has the 
properties 

g(t) 1 
-<-

t 2A ' 
g(t) ~ at(f3 - t) , g(t) decreasing 

t ' 
(5.3) 

for 0 < t:::::; 1 and some constants a> 0, f3 > 1. Furthermore, lim( g(t) It) exists for t~ 0+. 

It appears that the existence part of the theorem can also be proved by transforming (5.2) 
into an integral equation and applying Schauder's fixed point theorem. Indeed, this is the 
technique employed by Dickey [11] in his work on shallow shells for surfaces generated by 
rotating the curve 

z = z(r) = c( 1- (~r) , (5.4) 

for a constant C > 0 and a shape factor 'Y > 1. The case 'Y = 2 and C sufficiently small 
corresponds to the spherical cap (5.1). Given the radial stress or the radial displacement at 
the edge r = a, we obtain Problems Sand H in the dimensionless form 
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L = ~ Q2( ) _ \ 2 2y-4 Y 2 X AOX , 
Y 

(5.5) 
y'(O) = 0, y(l) = S or y'(l) + (1- v)y(l) = H . 

The technique of solving (5.5) employed in [11] is quite similar to the case Ao = 0, as 
discussed in detail in Section 2. The boundary value problem is transformed into an integral 
equation of type y = Ty, then the operator T is shown to have properties such that the 
Schauder fixed point theorem can be applied. The result is, proved in [11] for Q = 1 (uniform 
load): 

THEOREM 5.2 (Dickey). Set D=A~4-5/3/[y(y-1)] and assume y>l, S>D. Then 
Problem S has a solution y(x), which is positive for x E [0,1]. 

Although uniqueness is not discussed in [11], it is obvious that a standard uniqueness 
argument applies to (5.5) for any S > 0, so that positive solutions of Problem S are unique. 
Problem H, H = 0, is solved by interpolation as in [10], showing that u(a) changes sign for 
solutions of Problem S in a range of S covered by Theorem 5.2. In addition, D must be 
sufficiently small. The result is, again for Q = 1: 

THEOREM 5.3 (Dickey). Assume y > 1 and D is sufficiently small, then Problem H, for 
H = 0, has a positive solution y(x). 

In the special case y = 2, Theorem 5.1 shows that a smallness assumption on D is 
unnecessary. However, it is proved in [11] that if y = 4/3, Problem H for H = 0 has no 
positive solution unless D is sufficiently small. This particular case is amenable to a phase 
plane analysis, from which the following conclusions are drawn in [11]. If A2~(64/3)I13, 
where A 2 = CA~, then Problem S has a unique rt-solution y(x) for all S > 0, and Problem H 
has a unique rt-solution y(x) for all H. If A2>(64/3)1/3 then Problem S has no tensile 

solution unless S> So, and Problem H has no rt-solution unless H> Ho where So and Ho are 
positive numbers. In particular, there is no (rotationally symmetric) solution of Problem H 
for H = 0 in the case y = 4/3 and A 2> (64/3t 3. 

Finally, we present some work from the Thesis of J. Arango [1], which concerns 
deformation of curved membranes with finite rotations under uniform normal pressure 
Pn = q. The basic equation is (1.6), where Ps = O. From equations (1.4) we have PH = 
q sin <1>, which means that V in (1.6) is not a given quantity, but rather depends on the 
solution <1>. In fact, equilibrium in the z-direction implies 

d(rV) d(rV) 
~ + rpv = 0 = ~ - r(s)q cos <I> . (5.6) 

Following the notation in Clark et al. [8], we substitute 

M = rS<I> cos <I> , N = rS<I> sin <I> , (5.7) 

where S<I> and So are pseudo stress resultants which measure the tension in the deformed 
membrane per unit length of the undeformed membrane. Then the basic equations (1.6) and 
(5.6) can also be written as an equivalent first order system of two equilibrium equations and 
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one compatibility equation [8] 

dM H 2 . '" 0 r ds - +r qSlO'i'= , 

dH 
r ds - M - Edr( cos <l> - cos (f)) = 0 . 

dN 2 
rd;-rqcos<l>=O, 

(5.8) 

Assuming 0 < s:s; L, tensile solutions must satisfy S",(s) > 0 for 0 < s:s; L. In addition, 
rotations are restricted to O:s; <l>(s) < 7r 12, so that M > 0 and N> 0 for 0 < s :s; L. For 
wrinkle-free solutions we also have H ~ O. Observing the relations 

the system (5.8) can be re-written in the dimensionless form 

x'(t) = z(t)lp(t) - p(t)y(t)/Q(x, y) , 

y'(t) = p(t)x(t) 1 Q(x, y), 0 < t < 1 , 

z'(t) = x(t) Ip(t) + e[ - p'(t) + x(t) IQ(x, y)] , 

(5.9) 

where t = sl L, p = rl L, (x, y, z) = (M, N, H)/(L 2q), Q(x, y) = (x2 + /)1/2 and e = EdlqL. 
If the membrane is closed at the apex, one has p(O) = 0 and p'(O) = 1. Any regular solution 
of (5.9) must satisfy x(O) = y(O) = z(O) = O. If the membrane has a circular inner edge at 
r = ro > 0, then p(t) > 0 for O:s; t:s; 1 and x(O), y(O) or x(O), z(O) can be prescribed at the 
inner edge. In both cases the geometry is restricted by the assumption p'(t) > 0 for O:s; t:s; 1. 
At the outer edge, a boundary condition 

B(x(l), y(l), z(l)) = m (5.10) 

is imposed, where B: fR3 ~ fR is a given function and m is a given number. The problem is 
then to find sufficient conditions on the boundary conditions, for certain physically meaning­
ful B, such that equations (5.9), (5.10) have a tensile solution, and also to formulate 
conditions for uniqueness, and for wrinkle-free solutions. 

The method of proof in [1] is essentially the shooting method. A set of admissible solutions 
X(t, r) = (x(t, r), y(t, r), z(t, r)), O:s; t:s; 1, is introduced that satisfy the conditions at t = 0 
stated above and the differential equations (5.9), and that depend on a shooting parameter r. 
The existence of solutions of (5.9) and (5.10) is then equivalent with the existence of zeros 
of the shooting function 

F(r):= B(X(l, r)) - m . 

Under appropriate assumptions on F(r) there is a unique zero which yields uniqueness of the 
solution of the boundary value problem. It is clear that one of the main difficulties is to 
establish the existence of admissible solutions XC!. r) in the interval O:s; t ~ 1. Fortunately, 
the nonlinear nonnegative terms xlQ and ylQ in (5.9) are bounded by unity. This fact, 
together with some monotonicity properties of the solutions X(t, r), allows one to extend the 
local existence of X(t, r) near t = 0, which is guaranteed by classical theory, to a global 
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existence in the whole interval 0::::: t::::: 1. The details are quite involved and cannot be 
discussed here. Some representative results of [1] for a membrane of revolution closed at the 
apex are contained in the next two theorems. In analogy to flat and shallow membranes two 
boundary value problems are defined by prescribing the radial stress or the radial displace­
ment at the boundary t = 1 (see (5.7)) 

Problem S: B(X) = x(l) , 

Problem H: B(X) = z(l) - v[x2(1) + l(1)f2 . 

Let 

- r 1 
pet) = - JI peT) dT, p'(t) = I-tjJ(t) , t>O, 

then the assumptions on pet) imply that j5 > 0, jJ > 0 for 0 < t::::: 1. 

THEOREM 5.4 (Arango). Problem S has a tensile solution for all m > 0 satisfying 

m>mo:=e (I jJ(t)tsinh(j5(t))dt>O. Jo 

Problem H has a tensile solution for all m > 0 satisfying 

(5.11) 

m> m l := sup{ e L jJ(t)t cosh(j5(t)) dt, L [cosh(j5(t)) - sinh(j5(t))][p(t) + etjJ(t)] dt} > O. 

These solutions of Problems Sand H are unique if 

1 + (p'(t))2 + p(t)p"(t) ~O, 0::::: t::::: 1. (5.12) 

The conditions m > mo and m> m l are perhaps overly restnctlve. On the other hand, 
Theorem 5.4 is valid for quite arbitrary membranes of revolution. The results of Dickey 
show that some particular geometries do require restrictions on m, excluding m = 0 in 
Problem H. The above results simplify considerably for the circular membrane problem 
under normal pressure, which in the Reissner theory of finite rotations is different from the 
corresponding problem under vertical pressure. 

THEOREM 5.5 (Arango). In the case of a circular membrane p'(t) == 1, Problem S has a 
unique tensile solution for all m ~ O. Problem H has a unique tensile solution for all m ~ 1/2. 

While the result for Problem S is best possible, Problem H for a fixed edge (m = 0) is not 
covered by Theorem 5.5. 

Existence and uniqueness results for membranes of revolutions with a circular opening 
have also been obtained in [1]. Depending on which boundary data are prescribed at t = 0 
and t = 1, there results a variety of boundary value problems. As an example, we briefly 
discuss results corresponding to Problems (s, S) and (s, H) defined in Section 3. Suppose 
Xo ~ 0, Yo ~ 0 are such that x~ + y~ > 0, then one has 
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THEOREM S.6 (Arango). Let B(X) = xCI) and m ~ O. Then the boundary value problem 
(S.9), (S.lO) has a tensile solution. This solution is unique, if pet) satisfies (S.12). Let B(X) be 
defined as in (S.11), Problem H, and m ~ p2(1), then (S.9), (S.lO) has at least one tensile 
solution. 

In the case of a flat annular membrane pet) = t, the condition m ~ p2(1) can be improved to 
m ~ 1/3. 

The above conditions do not cover the whole range of physically meaningful boundary 
data. Separation curves, as in Section 3, separating exactly the domains of existence and 
nonexistence of tensile solutions or establishing the domain of wrinkle-free solutions for the 
various boundary value problems have yet to be found. For the circular and annular 
membrane it is known that SB(t) ~ 0 can be controlled by the boundary data as in Section 4. 
The following result was proved in [1]: An admissible solution of equations (S.9) is 
wrinkle-free if and only if z(O)~O and z(I)~O. 

The problem of curved membranes under variable vertical load has apparently not been 
investigated as yet (see a forthcoming thesis by A. Beck). In closing, we would also like to 
stress that the results of Sections 2-4 concerning finite rotation problems have all been 
derived under the simplifying assumption that the term vrps in (1.6) is ignored. It remains to 
be seen whether the qualitative results concerning existence, uniqueness and wrinkle-free 
solutions change significantly if that term is included in the analysis. Numerical calculations 
in [4S] show that quantitative differences are not negligible for larger values of k. 
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The emission of sound by statistically homogeneous bubble layers 

L. van WIJNGAARDEN and J. BUIST* 
University of Twente, P.O Box 217, 7500 AE Enschede, The Netherlands; ·present address: Ultracentrifuge 
Nederland, P.O. Box 158, 7600 AD Almelo, The Netherlands 

Abstract. This paper is concerned with the flow of a bubbly fluid along a wavy wall, which is one Fourier 
component of a linearized hydrofoil. The bubbles are dispersed, not throughout the whole of the liquid, but only 
over a certain distance from the wall, as occurs in practice with cavitation bubbles. Outside the bubbly regime there 
is pure liquid. 

The interface between the bubbly fluid and pure liquid fluctuates for various reasons. One of these is the relative 
motion between bubbles and liquid. This is considered here in detail. A calculation is made of the sound emitted by 
the bubbly layer into pure liquid as a result of this stochastic motion of the interface. 

1. Introduction 

Cavitating ship propellers emit sound. This may reach in the region around 1 KHz an 
intensity of 150 dB in the far field spectrum. The dangers associated with such a strong sound 
emission are obvious for navy vessels, but also with merchant ships the strong sound 
emission causes great discomfort inboard. The spectral distribution of the emitted sound 
looks like that sketched in Fig. 1, taken from the thesis by Buist [1]. Such distributions can 
be measured on model scale. It is, at the present time, not possible to predict from such 
measurements what the full scale emission is, in magnitude and in spectral distribution. A 
study on cavitation sound prediction is being made by us in cooperation with the Maritime 
Research Institute in the Netherlands (MARIN). 

It has been known for a long time that the sound stems from the collapse of cavitation 
bubbles. Recently, however, evidence was gained that only at high frequencies does the 
sound come from individual bubbles, while at lower frequencies interaction between bubbles 
is important. 

The work by Omta [2] and Buist [1] showed in particular, that a broad plateau at 1 KHz is 
generated by clouds of collapsing bubbles. At MARIN experiments were carried out in this 
connection. A hydrofoil (for a detailed description see Buist [1]) was positioned in a 
cavitation tunnel. Small gas bubbles were injected in the flow adjacent to the hydrofoil. In 
this way a bubbly flow passed closely near the foil. Under influence of the pressure 
distribution associated with the flow along the hydrofoil, the bubbles grew and collapsed. t 

Pressures in the water flow, resulting from this interaction between the bubbly layer and the 
outer (pure liquid) flow, were measured. Bubbles could, at the injection site, be produced 
intermittently or continually. In both cases the measured sound intensity, as derived from 
the pressure fluctuations, agreed well with the theory in Omta [2] and Buist [1]. In these 
theories the hydrodynamics of collapsing clouds of bubbles is considered. For the phenom­
ena inside a cloud, equations are used which were derived in Biesheuvel & van Wijngaarden 

tIn practice bubbles contain both gas and vapour. The difference in behaviour with gas filled bubbles is quantitative 
rather than qualitative. 
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Fig. 1. Schematical representation of the spectral distribution of the sound emitted by a cavitating ship propeller. 
From Buist [1]. 

[3]. These equations are established by averaging on the mesoscale. The latter is a scale in 
between the microscale (in the case of a bubble cloud represented by the inter bubble 
distance) and the macroscale (for example the chord length of the hydrofoil). Such average 
equations predict a steady flow, both in the bubble layer and in the outer flow, when external 
parameters as incidence, rate of injection of bubbles and incoming flow velocity, are kept 
constant. 

Such a flow, by its steady nature, does not emit sound. Nevertheless, sound emission is 
observed. This has two causes. Firstly, bubbles cluster together and form clouds, which is an 
unsteady process. Secondly, fluctuations around the average quantities contribute to sound 
emission. These fluctuations are suppressed by the averaging process. It is important to 
estimate the contribution by the fluctuations, because, if they are important, the use of 
average equations would be dubious or would, at the least, not provide a sufficiently 
complete description of the generated sound intensity. In the present paper our attention is 
focused on the sound emission by fluctuations. In a bubbly flow various fluctuations may 
occur. Buist [1], see also Buist [4], considers fluctuations of the local void fraction caused by 
fluctuations of the pressure inside the bubbles. He concludes that the sound intensity 
produced by these can be estimated to be 90 dB, which is considerably smaller than the 
observed sound intensity of cavitating flows which is as mentioned earlier, 150 dB. 

Another type of fluctuations mentioned by Buist [1], but not taken further into considera­
tion, is caused by relative motion between bubbles and liquid. Relative motion in a bubbly 
flow occurs whenever there are accelerative forces. In vertical pipe flow, for example, this is 
buoyancy. In the case of the flow of a bubbly fluid along a hydrofoil it is the pressure 
gradient associated with the curvature of the foil. This works on both the gas and on the 
liquid, but because of the different inertia, both phases obtain different velocities under the 
same pressure gradient. The relative motion causes fluctuating velocities in the bubbly part 
of the fluid and therefore also of the interface between this and pure liquid outside the 
bubbly layer. The fluctuations of the interface, in turn, lead to sound emission in the pure 
liquid. Our aim is to calculate the intensity of this. We don't take a complete hydrofoil but 
consider instead an infinitely long wavy wall of wavelength A only. The wavy wall is a well 
known concept in aerodynamics because, within the context of linear theory, the flow along 
a thin hydrofoil can be obtained from the analysis of one wavelength by Fourier synthesis. 

The flow configuration is sketched in Fig. 2: along a wavy wall the height of which is in a 
two-dimensional x, y frame given as the real part of 
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A A 

Fig. 2. Flow of a bubble/liquid mixture along a wavy wall. Between the wall and the height y = H + "I) is a mixture 
of air bubbles and water. For y "" H + "I), there is pure water. 

( 27TiX) y= EeXp -A- , (1.1) 

is a flow in part consisting of a bubbly liquid, and pure liquid in the remainder. The average 
interface is at y = H, the local interface at y = H + 1/(x, t). The undisturbed velocity is U", in 
both parts, independent of x, y and the time t. In the bubbly flow the macroscale is the 
wavelength A, the micro scale is the mean distance between bubbles. When the number 
density of the bubbles is indicated n, this is proportional to n -113. In order that averages be 
meaningful, we must require 

(1.2) 

The averaging is done over a region with linear dimension I, say, small with respect to A but 
large with respect to n -113, as symbolically indicated in Fig. 2. The part of the displacement 1/ 

which is due to the mean flow (on the scale I) and which we denote 1/] (x) is steady. The part 
which is due to the fluctuations is denoted 1/2(X, t) and interests us here. 

Flow of a bubbly liquid along a wavy wall occupying the upper half plane y ~ 0, has been 
analysed by Agostino et al. [5] some years ago. They considered flows in which relative 
motion between phases can be neglected and calculated for such flows distributions of void 
fraction, velocity and pressure. Buist [1] extended the work by Agostino et al. [5), to the 
situation of Fig. 2. In the next section we shall use Buist's analysis to determine the relative 
motion between phases in situation of Fig. 2. Then, in Section 3, we shall investigate the 
influence of relative motion on the fluctuations of the interface, 1/2 (x, t). Finally, in Section 
4, we shall relate the sound energy emitted through a plane A-A, in Fig. 2, to the 
fluctuations 1/2(X, t) of the interface. 

2. Mean quantities including relative motion, in bubbly layer 

We start with the introduction of some parameters, characterising the bubbly mixture 
contained, in Fig. 2, between the wavy wall and pure liquid. Let the undisturbed radius of 
each bubble be ao and a(x, y) in the general case. Together with the number density n, a 
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defines the void fraction a 

4 3 
a = 3" 7Tna . (2.1) 

Since a - (aln -1/3)3, the void fraction is small when the bubble radius is small with respect 
to the inter bubble distance. This is always the case in cavitating flows and we may therefore 
in the following regard a as a small quantity, a ~ 1. Let the (constant) liquid density be Po 
and let Po be the pressure in the undisturbed state. It is well known (see e.g. Van 
Wijngaarden [6]) that a bubbly suspension has a sound velocity cm which is considerably 
lower than the sound velocity either in liquid or in gas, and given, for infinite wavelength, by 

2 'YPo 
C =--m , 

poao 
(2.2) 

where 'Y is the ratio of specific heats of the gas in the bubbles. At finite wavelength the 
pressure inside the bubbles is no longer equal to the pressure in the fluid adjacent to the 
bubble, which leads to dispersion. In the case of Fig. 2 this depends on the frequency kUx , 

where 

(2.3) 

as compared with the natural frequency 

-1{3 I }1I2 Wb = ao 'YPo Po , (2.4) 

of the bubble. 
For Wb ~ kUoo we have (2.2) whereas for wavelengths k such that kU", is comparable with 

W b , the modified sound speed cm holds, given by 

--2 = -2{ 2/( 2 _ k2u2)} 
C m Cm W b W boo' (2.5) 

In our present application it is highly unlikely that kU", would ever become close to W b • With 
ao = 10-3 m, Wb _104 S-I. Since we are under cavitating circumstances, PoU:, -105Pa, which 
with Po = 103 kg/m3 means Uoo -10 m/s. Then kU", = Wb for wavelengths of a few millimeter. 
With hydrofoils such small wavelengths do not occur, perhaps approximately at the very 
leading edge. Elsewhere A is of the order of the chord length and in consequence kU", ~ Wb • 

We shall therefore in the following neglect kU", with respect to Wb • Then, a Mach number M 
follows naturally as 

(2.6) 

In the present application M will be low. For example, take a = 5%, Po = 105Pa , Po as before 
and "y = 1.4. With, as above, Voo = 10 mis, we obtain M = O.l. 

Buist [1] derived expressions for pressure, velocity and void fraction for the configuration 
of Fig. 2, using in the region occupied by the bubbly suspension, the averaged equations 
given in Biesheuvel and van Wijngaarden [3]. From the analysis in Buist [1], it follows that 
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the pressure perturbation is the real part of 

PoEkU~ exp(ikx) [ , II' 
Pm - Po = - (1 _ M2t2 exp{ -(1 - M-) -ky} 

+ {(1- uo)(1- M2t2 - (1 - Zuo)}(exp{(1- M2)112k(y - H)} + exp{ -(1- M2)112k(y + H)})] 
Zcosh{(1- M2)112kH} + Z(1- M2)112 sinh{(1- M2t'kH} 

(2.7) 

This is a rather formidable expression, which for our purpose can be simplified considerably, 
since we are interested in low values of both M and a. To see the contributions to Pm - Po of 
various effects, let us take first M = 0 and H ~ 00. Then 

Pm - Po = -poekU~ exp(ikx) exp(-ky) , 

which satisfies Laplace's equation and is - Po U 00 times the velocity associated with potential 
flow along the linearized wavy wall. Next take H ~ 00 and M ¥ O. Then the second term in 
the square brackets on the right-hand side of (2.7) vanishes and the remainder is the 
pressure distribution of the wavy wall flow of a compressible flow with Mach number M, to 
be found in many textbooks on gas dynamics, e.g. Liepmann & Roshko [7]. At finite values 
of H, the second term in the square brackets in (2.7) appears to be small at small M and ao. 

Take for example M = 0 and y = H. Then 

Pm - Po = -poekU~ exp(ikx) exp( - kH)[ 1 + i ao(1 + exp( -2kH»] . 

We see that the contribution of the second term is of order ao. In other words, the pressure 
distribution in the bubbly layer deviates at zero Mach number to order ao from the 
expression valid in pure liquid. This remains the case at small Mach numbers when M2 is of 
order ao, as can be readily verified. 

We shall therefore base our calculation of the relative velocity between liquid and bubbles 
on the pressure distribution given in (2.7), without the second term in the square brackets, 

poekU~. 2 112 
Pm - Po = - 2 112 exp(lkx) exp{ -(1 - M) ky}, 

(1- M ) 
(2.8) 

The velocity perturbations u - U 00 and v, in x and y direction respectively associated with this 
pressure perturbation, are (real parts being implied) 

(2.9) 

v = ekiUoo exp(ikx) exp{ -(1 - M2)1/2ky} . (2.10) 

Relations (2.9) and (2.8) show the well known facts that the x-component of the velocity is 
in phase with the wall elevation, the pressure in anti-phase. 

The pressure gradient, following from (2.8) produces relative motion between bubbles and 
liquid. Let us first assume that this is dominated by inertia forces rather than by viscous 
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forces. Denoting the velocity in the liquid U(u, v) and of the bubbles V(Vx' Vy )' we have, 
DI Dt being a material derivative following the bubbles (Biesheuvel and van Wijngaarden 
[3]), 

D DU 
- m(V - U) = - VVp = P V - . 
Dt m ° Dt (2.11) 

Here m is the virtual mass of a bubble, which has for spherical bubbles the value 1/2poV, V 
being the volume of one bubble. The above relation gives, for spherical bubbles, the result 
that the bubbles move at three times the liquid velocity. Incidentally, we note that using a 
material derivative following the liquid where U is concerned, which is sometimes advocated 
in the multiphase literature, would not make any difference because of the linearisation 
around V",. 

The relative velocity of the bubbles with respect to the liquid has therefore the compo­
nents 

2ekV",. 2 1/2 
Vx - U = ( 2)112 exp(lkx) exp{ -(1- M) ky}. 

1-M 
(2.12) 

Vy - v = 2iekU", exp(ikx) exp{ -(1- M2)1I2ky} . (2.13) 

Of course, frictional forces affect the relative motion. The time which it takes viscous forces 
to influence the motion, the so-called relaxation time, cr, say, is the product of the virtual 
mass m and the mobility (121TJ..taf\ or for a sphere 

cr = a~118v , (2.14) 

where J.L and v are the dynamic and kinematic viscosities of the liquid respectively. With 
a = 10-3 m and water as liquid, for which v = 10-6 m2/s, cr is of the order of 10- 1 -10°. The 
characteristic time for changes in the velocity is A / U",. The importance of viscous forces 
depends on whether the ratio between these times, i.e. 

(2.15) 

is small or large. In the first case viscosity is important, in the second case it is not. If we 
take, like we did earlier, V", = 10 mis, and if we take A = 10-\ then with cr = 10-\ this 
parameter is 10, with cr = 10° it is 102• In practice therefore the parameter U"cr/A is likely to 
be large, and in consequence (2.12) and (2.13) are appropriate. Nevertheless, for complete­
ness, we give also the relative velocity in the opposite case in which (2.15) is small. In that 
case the pressure force represented by the right-hand side of (2.11) is not balanced, like in 
that equation, by the rate of change of the impulse but rather by the frictional force 
127TJ.La(V - U). This gives the relative velocities, using (2.8) 

1 a~ eeV: . (k ) {( 2)112 } V - u = - - - ( 2)1/2 sm x exp - 1- My, 
x 9 v 1-M 

(2.16) 

2 
1 ao 2 2 2 1/2 

Vy - v = -"9 --;; ek V'" cos(kx) exp{ -(1 - M) y}. (2.17) 
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Note that the ratio of the magnitude of these velocities to those given in (2.12) and (2.13) is 
just the parameter described in (2.15), (J' being given by (2.14). 

3. Sound emitted by fluctuations of 1I2(X, t) 

We consider a small portion of a wave length, for example B-B in Fig. 2. When enlarged 
this looks as in Fig. 3. We see the interface TJz under which pass bubbles with relative velocity 
indicated by the arrows. Far above the interface in the pure liquid is the plane A-A, the 
sound emission through which is of interest here. How is the sound produced? The bubbles 
are randomly distributed through the liquid. Their motions relative to the liquid (the 
magnitude of which has been calculated in Section 2), induce a velocity in each point P' in 
the liquid. This also is a randomly varying quantity. In particular we are interested in the 
velocity at a point P located in the interface. The y component v of this is related to the time 
derivative of TJz by 

aTJz aTJz -+u -=v. at '" ax (3.1) 

In its turn, the motion of the interface can be related to the intensity of the sound emitted 
through a plane like A-A in Fig. 3. For this it is convenient to follow Buist [1] and to choose 
a frame moving with the free stream velocity U",. Such a frame has coordinates X, Y given 
by 

Y=y. 

In the moving frame (3.1) reduces to 

aTJz at =v. 

(3.2) 

(3.3) 

Pictures similar to Fig. 3 are obtained at other locations in the wave of Fig. 2 when the 
arrows are tilted over an angle corresponding with the local value of (VV - v) I (Vx - u). 

A 

172(X,t) 
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Fig. 3. Fluctuations 112(X, t) of the interface between bubbly fluid and pure water, caused by the motion, relative to 
the water, of bubbles. 



www.manaraa.com

202 L. van Wijngaarden and J. Buist 

In the region located in Fig. 3 above the bubbly layer, there is motion of pure liquid and 
when we ignore viscosity this motion is irrotational and has in consequence a velocity 
potential, ({), say. The y component of its gradient is the vertical velocity at the interface 
which, by the kinematic surface condition, must be equal to v in (3.3). Hence we have 

(3.4) 

The flow potential satisfies the wave equation 

(3.5) 

where c[ is the velocity of sound in liquid, 1500 mls for the important case in which the liquid 
is water. The pressure disturbance P - Po in the liquid is related to ({) by, 

(3.6) 

The energy flux, in Watt/m2, through A-A, has the momentary value 

1= (p - Po)v, (3.7) 

and its mean value, indicated with the overbar, is 

(3.8) 

The mean can be taken with respect to time, at one location X, or with respect to X, at one 
time. When the process is statistically stationary these mean values are identical and both 
equal to the ensemble average, which is the average over all the possible configurations of a 
large collection of bubbles like in Fig. 3. Eventually we are interested in the spectral 
distribution of I, which calls for the use of Fourier transforms. Since, however, the Fourier 
transforms of stochastic variables as 712 and ({) do not exist recourse has to be made to either 
generalised functions or Fourier-Stieltjes transforms. We follow Buist [1] in employing the 
latter and introduce the Fourier-Stieltjes coefficient dcfJ, associated with (() by t 

(3.9) 

Likewise we define the Fourier-Stieltjes coefficient dX(K, w) by 

(3.10) 

Note that k is the wave number k = 21T'IA of the wavy wall, whereas K is used here as 
transform variable. 

tThe definition of the Fourier or Fourier-Stieltjes transform is chosen here in which there is a factor (27fr!12 in 
front of the transform with respect to one variable and consequently also in front of the inverse integral. In that case 
the spectral relations used here, are in accordance with those in the well known book on stochastic phenomena by 
Stratonovich [8]. 
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The inverse transformations corresponding with (3.9) and (3.10) are 

del> ()-1 II ( ) -iwt iKX d dX dw dK = 27T 'P x, y, tee t , (3.11) 

(3.12) 

Using (3.11), (3.12) and the boundary condition (3.4), it follows from transformation of the 
differential equation (3.5) that 

l exp{ -iCy - H)(w 2/c7 - K2)1/2} 1 
del>(w, K, y) = w (w 2/c; _ K2)1I2 dx(w, K) . (3.13) 

We are interested in the spectral density of the energy flux (3.8). According to the theory of 
Fourier transforms this is equal to the Fourier transform, or in the present case the 
Fourier-Stieltjes transform of the cross correlation 

I I (p - Po)(X, t)v(x + r, t + r) dx dt , (3.14) 

where (p - Po) and v are taken at the level y A of the plane A-A. In (3.14) the spatial shift r 
and the time shift rare positive.t Taking the Fourier-Stieltjes transform of (3.14) with 
respect to rand r and dividing by (27Tr 2 gives 

(27Tr 2 I I (p - Po) exp(iwt) exp(iKX) dx dt I I vex + r, t + r) 

X exp( -iw(t + r)) exp{ -iK(x + r)} dr dr . 

Using (3.3), (3.4), (3.6), (3.11) and (3.13), this can be written as 

(3.15) 

(3.16) 

Here, * denotes a complex conjugate. The product d<t>*(w', K') d<t>(w, K) is for stationary 
random processes zero unless w' = wand K' = K, in which case 

d<l>* d<l> 
dw dw' dK dK' = II,!, . (3.17) 

II is called the spectral density and the above derivation demonstrates that the spectral 
density of the emitted sound is the Fourier-Stieltjes transform of the cross correlation (3.14) 
and, using (3.15) and (3.16) given by 

Alternative forms are, when we use (3.13) 

'Results for negative rand T can be obtained by making use of the symmetry properties of the correlation functions. 
Further x or X may be used, because the difference is an unimportant shift in the spectra. 
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3 
POW 

'I'(K, w) = ( 2/ 2 2)1/2 II,., , 
w c[ - K 

where 

dX* dX = II,., dw dK , 

and 

'I'(K, w) = ( 2/ 2 2)1/2 IIv , 
w C[ - K 

where (3.3) and (3.4) are used. 

(3.18) 

(3.19) 

(3.20) 

Relation (3.18) is used by Buist [1], whereas we shall in the following section employ the 
relation (3.20). 

4. Estimate for "v 
Referring to Fig. 4, we consider the correlation 

V(XI' t)V(XI + r, t + T) (4.1) 

between the y-component of the velocity induced in Xl at time t with that induced in Xl + rat 
time t + T. The mean value of this over all possible Xl and t is, with a stationary stochastic 
process, a function of the shift r and the time shift T, 

C(r, T) = vex}> t)V(XI + r, t + T) , (4.2) 

where the mean is indicated with an overbar. 
This can be taken as an ensemble average where the ensemble consists of all the possible 

configurations at time t and at time t + T. For each configuration bubbles which are close to 
the point of observation (Xl in Fig. 4a and Xl + r in Fig. 4b ) have more influence that those at 
a larger distance. Those at a distance larger than a multiple of the bubble radius a hardly 
contribute. Since the probability of finding a bubble centre in a sphere around Xl (or Xl + r in 
Fig. 4b ) of such a radius, is just the concentration a we can, in an accuracy to order a, 
consider each configuration to consist of only one bubble. This is located in Fig. 4a at a 
distance RI from Xl and in Fig. 4b at a distance R2 from Xl + r. If the Fourier-Stieltjes 
transform of v is indicated with dB, we have, in analogy with (3.14)-(3.17) 

(4.3) 

C(r, T) being defined by (4.2). 
We start with calculating the velocity induced in y direction in Fig. 4 a. The sound problem 

formulated in Section 1 and Section 2 is two-dimensional, whereas here we have a 
three-dimensional problem. We employ spherical coordinates R, () and e, Rand () being 
indicated in Fig. 4 a. The angular coordinate e is needed when we have to determine the y 
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time t 

y i ?51 

:> 
m 

time t + T 

Fig. 4. (a) At time t, motion in the point Xl of the interface is induced by a bubble at distance Rl from Xl' with 
dipole strength m. (b) At time t + T the influence is considered in a point Xl + r of the interface separated from the 
bubble by a distance R2 • The dipole strength of the bubble is m. 

component of the velocity induced in XI' With constant bubble volume the motion of the 
bubble is represented with a dipole of strength m proportional with and in the direction of 
the momentary relative velocity of the bubble, q, say, 

The flow potential n is 

m·R n=-­R3 

The velocity induced in any point at distance R from the centre is 

(4.4) 

(4.5) 

(4.6) 

The component of this in y-direction is, ey being the unit vector normal to the interface 

(4.7) 
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The dipole strength is equal to the instantaneous relative velocity of the bubble under 
consideration. In Section 2 we have calculated the average, over the mesoscale I. The true 
relative velocity fluctuates around this value. For present purposes it is sufficient to take a 
dipole strength m based on the mean velocity, given by (2.9) and (2.10). 

The relative velocity is parallel to the surface, so the first term on the right-hand side of 
(4.7) has no component in y-direction. With the coordinates indicated in Fig. 4 a, the second 
term in the right-hand side of (4.7) becomes 

(4.8) 

A similar expression can be written down for the situation sketched in Fig. 4 b with Rz, ()z, 8z. 
Calculating the ensemble average amounts to multiplying the latter expression v(x1 + r, Rz) 
with v(xp R1), in (4.8), with the volume element in the half space y :::; 0 in Fig. 4a and 4b and 
finally with the probability of finding a bubble centre in Rl at time t and one in Rz at time 
t + T. To calculate the ensemble average exactly, one should know more about the 
fluctuations of the velocity of each bubble, which result from interactions. When these 
fluctuations are completely random, the configurations at time t and time t + T are complete­
ly uncorrelated and since the average of both v(xp R1) and v(x 1 + r, Rz) are zero, the 
contribution to the mean given in (4.2) from times T, other than zero, will be small. We 
therefore confine ourselves to the correlation for T = 0 and consider 

C(r) = v(xp t)V(Xl + r, t) . (4.9) 

We have seen in (4.3) how the wave number-frequency power spectrum IIv is related to 
C(r, T). The inverse of (4.3) is 

Similarly, putting T = 0 

(4.10) 

where 

(4.11) 

We see that while in (3.20) IIv(K, w) occurs at the right-hand side, the wave number 
spectrum associated with C(r) gives us only the integral of IIv over all frequencies. However 
if the main contribution to C(r, T) comes from T = 0 as is made plausible above we put, 
approximately 

C(r, T) = C(r)8(T) 

and then, from (4.3) 
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IIv = (27Tr I J J C(r)8( r) e -iWT eiKr dr dr 

= (27T r I f C(r) e -iKr dr , (4.12) 

which is the inverse of (4.10). 
In other words, the (reasonable) assumption that the mean contribution to C(r, r) comes 

from the autocorrelation C(r,O) enables us to determine II v' which we need in order to 
evaluate 'I'(K, w) in (3.20). 

If we take r = 0, we have to consider the situation in Fig. 5. Taking 01 = O2 = 0 etc., we 
have to formulate the ensemble average (4.9). The probability of finding a bubble centre in 
the element of volume R2 sin 0 dR dO de is 

2 -nR sin 0 dR dO dO , 

where n is the number density. Using (4.8) for v(xp R) and a similar expression for 

vex] + r, R) we have 

C( ) = _ ~ 11T d loe 9m2(R cos 0 - r) cos 0 sin30 dR dO 
r 7Tn 0 2 2 5/2· 

2 0 a (R + r - 2Rr cos 0) 
(4.13) 

The factor 7T/2 in front of the integrals in (4.13) is from integration of sin2e (resulting from 
sin 0' in the expression for v(x p R) and another one in the expression for vex] + r, R)) over 
the interval from 0 to 7T. Since the bubbles have a non zero radius, a, and the point x] must 
be in liquid, R runs from a to 00. The spatial shift r is positive. Carrying out the integration 
over R and writing 

s = cos 0 (4.14) 

gives 

C( ) =3/2 2lf] {2- 2(a-sr) _ (a-sr)(1-s 2 )r2
} sds 

r 7Tm n 2 2 112 2 2 1/2 1 
-I (r + a - 2sar) (r + a - 2sar)- r-

s2(1 - i) ds ] 
2 2 3/2· (r + a - 2sar) 

( 4.15) 

R R + 

m 

Fig. 5. Scheme for the calculation of the cross correlation between the velocity perturbation in x, and Xl + r caused 
by a bubble moving relative to the fluid with dipole strength m. 
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Evaluation of the integrals in (4.15), for details see the Appendix, results in 

2 (2 1 4 a2
) C(r) = 37Tm n - - - - -3 r3 5 r5 • 

(4.16) 

If there is a bubble centre in Xl + a, the point nearest to Xl with which correlation can be 
made, is Xl + 2a. Therefore r runs from 2a to 00. With use of (2.1) and (4.4) we write 

2 3( 1 6 a2
) qr) = 3/8aq a r3 -:5 r5 , r>2a. (4.17) 

The correlation function qr) tends to zero for r ~ 00, as it should, but rather slowly, like r -3. 
It is interesting to note that the decay of qr) with r is algebraic rather than the exponential 
behaviour which is often encountered in turbulence. The wavenumber spectrum is now 
obtained by taking the Fourier transform of (4.17) with respect to r, 

Introducing (4.17) into (4.18) and evaluating the integrals gives 

II~(K) = 3/4;;3q2 {0.l1a-2 + O(a2K2)a- 2 }. 

(4.18) 

(4.19) 

The value of II~ can be determined to any accuracy in (Ka). We need only the first term 
between brackets of (4.19), for the following reason. As follows from (3.20), for given w, K 
runs from 0 to wlc f • Hence the maximum value of Ka is walc f • With w _103, a _10-3 and 
cf = 1500 m/s this is small enough to neglect terms in (Ka)2. 

5. Estimate for radiated sound intensity produced by relative motion 

Rather than looking at the wavenumber-frequency spectral density, we consider the total 
emitted sound intensity J t{I dw dK. We have found in the previous section that to the second 
order in (Ka), II~ does not depend on K. 

Hence, carrying out the integration over K, we have from (3.19) 

Here cd is some representative frequency, for example at the centre of gravity of the spectral 
density distribution. Taking now for n~(K) the zeroth order term on the right-hand side of 
(4.19) we obtain 

~ J t{I(w, K) dw dK = (2.1 X 1O-2)poaaq2 , (4.20) 

as an estimate of the sound intensity emitted in a unit element along the frequency axis. The 
magnitude of this, of course, depends on many parameters. As an example, take Po = 103 kgl 
m3, a = 10-2, a = 10-3 m. The value of q is of the order 2ekUoo , when we base ourselves on 
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the case where inertia forces dominate over viscous forces in the relative motion. The value 
of Ux will be close to Wmls under cavitating circumstances. For Ek = 21rEilt we take 
21r x 0.1 = 0.21r. With these values the right-hand side of (4.20) is 83 x 10- 4. With Ek = 
21r x 10-2, and the other values unchanged, this is 0.83 x 10- 4• 

If we express this in dB, defined as 

10 log 10 (intensity ) + 120 , 

we obtain 79 dB in the second case and 99 dB in the first case. The intensity is here in watt 
sec per unit length in x direction. This can be compared with the estimate of 90 dB given in 
Buist [1] due to fluctuations in void fraction due to pressure fluctuations. It turns out that 
relative motion gives contributions of equal magnitude. 

Conclusion 

In this paper it has been investigated what the sound emission is from a bubble-liquid layer 
into pure water, when attention is focused on relative motion between bubbles and liquid. It 
turns out that the intensity of the emitted sound is comparable to that produced by void 
fraction fluctuations of other nature such as investigated in the thesis of Buist [1]. Finally it 
should be noted that the present investigation is of interest not only in the context of 
cavitation sound in which it is considered here. It can be applied also in studies of flow noise 
whenever relative motion is important. A possible further extension could be the relative 
motion due to turbulence. Such a study would be complementary to Crighton & Ffowcs 
Williams [9], where the sound emission of a turbulent bubbly fluid is described caused by 
monopole radiation. 

Appendix 

The first and the third integral in the square brackets in (4.13) give together 

all (l-i)sds 
-;. -I {r2 + a2 - 2sar}3/2 , 

whence 

Now define 

/. = II 
IJ -I { 2 2 2 } jl2 ' r + a - sar 

then 

3 2 [a 2a 2 l C(r) = --2 1rm n - (Il3 - 1,3) + 3" III - -:; 111 . r . r· r--
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Evaluation of the integrals gives 

113 = 2( 2 2) r r - a 
2a 2 2 4a 

133 = a(r2 _ a2) - ar2 - 5r4 ; 

2a 
111 = 3r2 ; 

2 4a2 

121 = -3 + --3 . 
r 15r 

Introducing these values in the expression for C( r) results in (4.14) in the main text. 
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Oscillation of a floating body in a viscous fluid 

Ronald W. YEUNG and P. ANANTHAKRISHNAN 
Department of Naval Architecture and Offshore Engineering, University of California at Berkeley, CA 94720, 
USA 

Abstract. The nonlinear viscous-flow problem associated with the heaving motion of a two-dimensional floating 
cylinder is considered. It is formulated as an initial-boundary-value problem in primitive variables and solved using a 
finite-difference method based on boundary-fitted coordinates. A fractional-step procedure is used to advance the 
solution in time. As a case study, results are obtained for a rectangular cylinder oscillating at a Reynolds number of 
103• The nonlinear viscous forces are compared with those of linear potential theory. An assessment on the 
importance of viscous and nonlinear effects is made. The solution technique is sufficiently robust that extensions to 
consider other single and coupled modes of motion are possible. 

1. Introduction 

Many investigations have been carried out in the past to understand the fluid-dynamics 
processes associated with oscillating bodies in a free surface. From a practical viewpoint, 
such investigations are significant since the results are used for estimating wave loads 
experienced by offshore structures and for predicting motion response of ocean vehicles. 
Classical first-order potential-theory results are known to be reasonably accurate for the case 
of small-amplitude motion in the intermediate range of wave frequencies (see Wehausen 
[27]). Second-order analyses (e.g. Potash [20], Sclavounos [21]) indicate that nonlinear 
effects are important in the high-frequency regime. 

A more direct approach to the fully nonlinear potential-flow problem is by time domain 
analysis. Several variants of a mixed Eulerian-Lagrangian boundary-integral method, origi­
nated by Longuet-Higgins and Cokelet [18], have been developed (e.g. Vinje and Brevig 
[25], Baker et al. [2], Cooker et al. [9]) for obtaining nonlinear inviscid solutions to 
wave-body interaction problems. This mixed formulation can also be implemented using 
finite-difference methods (see e.g. Telste [24], Yeung and Wu [28]). Telste [24], who 
considered the heave oscillation of a surface-piercing cylinder, was able to demonstrate the 
importance of nonlinear effects at high frequency and of large-amplitudes of oscillation. 

Despite some known, important effects of viscosity, such as in damping of roll motions, in 
loads induced by vortex shedding, etc., relatively few cases of viscous-flow analyses have 
been carried out in this area. Using an extended version of the Marker-and-cell (MAC) 
method originated by Harlow and Welch [12], Nichols and Hirt [14] computed the hydro­
dynamic forces on a surface-piercing cylinder heaving with small amplitudes. More elaborate 
versions of the MAC method have been continually developed. For example, Miyata et al. 
[19] solved a wave-diffraction problem using a version called TUMMAC. The computed 
results in [19], however, showed large deviations in horizontal exciting forces from those of 
experimental results. 

The primary difficulty encountered in tackling viscous-flow problems is that the Navier­
Stokes equations are nonlinear with the unknown variables pressure and velocity coupled 
together. The use of vorticity and stream-function formulation would allow one to decouple 
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the pressure and velocity fields. However, the procedure can neither be easily extended to 
the three-dimensional case, nor be used to accommodate stress-type boundary conditions in 
any straightforward manner. 

Viscous-flow problems with free boundaries have further complications. The problem 
associated with contriving a proper open-boundary condition is nontrivial (see Yeung [29]). 
Waves of large amplitude often lead to skewed or extreme geometry, imposing rather 
stringent demand on domain-discretization techniques. Proper discretization is imperative, 
otherwise boundary conditions cannot be accurately implemented and detail structures such 
as vorticity generation cannot be effectively resolved. Finally, no completely satisfactory 
model has yet been devised to model the movement of the contact line (intersection of the 
body and free surface). 

Recently, the authors have completed the development of a numerical method based on 
boundary-fitted coordinates for solving fully nonlinear viscous free-surface flow problems 
(see Ananthakrishnan [1]). The solution of the Navier-Stokes equations in primitive 
variables is based on the fractional-step method originally formulated by Chorin [7], Temam 
[23] and others. Briefly, an intermediate velocity field (also referred to as the 'auxiliary 
field') is first computed by neglecting the pressure terms. The pressure field is obtained by 
solving a Poisson equation. The correctional effects of pressure are then incorporated into 
the auxiliary field to determine the divergence-free velocity field. Our fractional-step 
formulation is implemented using a finite-difference method based on boundary-fitted 
coordinates. A variational formulation involving the concept of a reference space (see 
Steinberg and Roache [22], Yeung and Ananthakrishnan [31]) is used to generate grids. 
Previously, using this grid-generation technique in conjunction with the mixed Lagrangian­
Eulerian formulation, we were able to obtain highly nonlinear inviscid-flow solutions, such as 
shallow-water breaking waves [30] and wave diffraction over submerged obstacles [32]. 

In the present work, we use the above finite-difference procedure to solve the nonlinear 
viscous-flow problem associated with heaving motion of a floating body. Solutions are 
obtained for a range of physical parameters, including the possibility of large amplitude of 
body oscillation. 

2. Mathematical formulation 

Notations and definitions of the problem being studied are described in Fig. 1. A fixed 
(inertial) coordinate system with the x-axis along the mean water level and the y-axis 
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Fig. 1. Cylinder heaving in a viscous fluid, problem definition and notations (in dimensional form). 
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pointing upwards is chosen. The equilibrium draft of the rectangular body is denoted by d 
and the beam by B. The amplitude and frequency (in rad/sec) of oscillation are given by a 
and a, respectively. The free surface is denoted by ff, the body contour by qJ, and an open 
boundary by I. The kinematic viscosity coefficient of the fluid is denoted by lJ, its density by 
p, and the gravitational acceleration by g. The governing equations will be nondimensional­
ized with respect to B, p, and a. Accordingly, time is scaled by 1/ a, length by B, velocity by 
aB, pressure by pB 2a 2, and force by pB3a2. We will henceforth adopt this nondimensional­
ized notation. Where convenient, subscripts followed by a comma (,) will be used to denote 
partial differentiation with respect to the subscripted variables. 

2.1. Field equations 

The field equations governing the viscous wave problem are the Navier-Stokes equations: 

V'u=O (1) 

and 

au (y ) 1 2 - + (u . V)u = -V P + - + - V u at F2 R ' 
" " 

(2) 

which are derived using the conservation laws of mass and momentum, with the fluid being 
assumed incompressible, homogeneous, and Newtonian. The unknown variables u = 
u(x, t) = (u, v) and p(x, t) are the velocity and pressure fields, respectively. As is commonly 
known, the second term on the left-hand side is associated with convective effects of the fluid 
and the last term on the right-hand side with diffusion effects of viscosity. In the above 
equation, R" and F" are defined by 

2 

R = aB 
" lJ 

(3) 

(4) 

which will henceforth be referred to as the Reynolds number and as the frequency 
parameter, respectively. 

2.2. Boundary conditions 

On ff, in the absence of surface tension, continuity of stress vector components along the 
normal and tangential directions provides the following dynamic conditions: 

(5) 

(6) 

where 
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(7) 

is the stress tensor in the indicial notation. (n p n2 ) and (Tp T2 ) in equations (5) and (6) 
denote the components of unit normal- and tangential-vectors, respectively. 

The unknown elevation of the free surface can be tracked in time by integrating the 
following Lagrangian description of ':JP 

(8) 

where DI Dt denotes the material derivative. For non-breaking waves, the following Eulerian 
description can also be used to advance the free-surface elevation, Y = Y(x, t): 

aY aY 
-=v-u-. at ax (9) 

The body is forced to heave (vertically) in the form of 

(10) 

where Yb(t) represents the y-coordinate value of any point fixed to the rigid body. The 
prescribed motion can be arbitrary, but sinusoidal motion is chosen here merely for 
illustration. On the body surface 911, the appropriate no-flux and no-slip conditions are 
imposed: 

u =0, (11) 

a 
v = Ii cos(t) . (12) 

Approximate conditions are used at the intersection of the body and the free surface to 
model its movement. Several experimental and theoretical investigations have been devoted 
solely to examine the precise mechanisms occurring near the contact line (see e.g., Dussan 
[10], Huh and Mason [15], Koplik et al. [17]), but the findings are still inconclusive. Hence, 
as an approximation, we find it plausible to assume that the fluid slips freely at the contact 
line; in other words, 

av 
- = 0 at 911 n ':JP ax (13) 

is assumed for computing the y-component of the velocity. The horizontal component of the 
velocity at 911 n ':JP is given by the no-flux condition (11). 

Approximate conditions are also used, in the present work, for the closure of the problem 
at the open boundary I. Accordingly, at sufficiently large distance from the body we assume 
that 

P = Pstat' (14) 

where Pstat denotes the pressure field of the quiescent fluid (see Grosenbaugh and Yeung [11] 
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for a similar treatment of an inviscid flow problem). An auxiliary velocity at ~ is determined 
by first-order spatial extrapolation. A decomposition relation, which is a consequence of the 
fractional-step procedure, is used to determine the unknown velocity at ~. Specific details of 

the fractional-step procedure are given later. 
The above open-boundary condition can result in wave reflections when the radiating 

waves reach ~. The steady-state, inviscid-fluid dispersion relation of deep-water gravity 
waves, i.e. 

A = 27r/F~ , (15) 

where A is the nondimensional wavelength, can be used to position the open boundary 
sufficiently far so that wave reflections occurring at ~ during the course of the simulation are 
negligibly small. However, transient waves of larger wavelength may reach the boundary ~ 
sooner. 

The field equations together with the given boundary conditions are solved as an 
initial-value problem. The initial data are taken to be those of the static (quiescent) fluid 
case. The body motion is started impulsively at t = 0+. 

2.3. Force calculation 

At each instant of discrete time (after solving for the unknowns, namely u, p, and the 
free-surface elevation, using the above field and boundary equations), the vertical compo­
nent of the stress vector can be integrated along @ to determine the nondimensional heave 
force F exerted by the body: 

F=_f. Tnds=_f f~ (au + aU)n +(_p+~ aU)n }dS 
J:YJ 2]] J'l3 l R" ay ax I R(T ay 2 , 

(16) 

where ds is the differential (arc-length). One can also compute the contributions of each 
term in the above equation in order to estimate viscous- and pressure-term contributions 
(bearing in mind, however, that pressure is affected by viscosity also). Thus, the viscous 
shear-stress component F, of the heave force can be written as 

1 J (au au) F. = - - - + - n ds, 
\ R(T:J3 ay ax I 

(17) 

and the normal viscous-stress component Fn as 

2 J au Fn = - -R .. - n2 ds . 
(T :Y3 ay 

(18) 

Subtracting the static-pressure component (-y / F~) from the total pressure p, we can 
compute the dynamic-pressure force Fp as 

(19) 

Once the velocity field is known, the vorticity field 
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au au 
w(x t) = - --, ax ay (20) 

can also be computed. 

3. Method of numerical solution 

As shown in Fig. 2, the physical space (x, y; t) is mapped to a computational space (~, 1); T) 
so that the governing equations can be solved in a uniform rectangular mesh. The mapping 
introduces the following transformation relations 

1 
a = - {y a - y a \ ,x J ,'1,~ of,1) J , 

1 

(21) 

(22) 

a = a - X,T {y a - y a } - y,T {-x a + x a } 
,r ,T J ,1),g ,g ,1) J ,1),§ ,§,1) , 

1 1 

(23) 

where 

J =x y -x Y 1 ,g,1) ,1) ,g (24) 

is the Jacobian of the transformation of (x, y; t) to (~, 1); T). Similarly, one can show, as an 
example , that the Laplace operator in (x, y; t) space when transformed to (~ , 1); T) space 
becomes 

a,xx + a,yy = Aa,u - 2Ba,§1) + ca ,1)1) + Ea, g + Fa ,'1 ' 

Physical Space 

( ... y) 

Re!erm ce Space 

(a,p) 

COmplllatiollal Spac~ 

(~.T/) 

Fig. 2. Grid generation using reference space. 

(25) 
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where 

2 + 2 
A= X.'1 Y.'1 

J2 ' 
1 

x x + y y B = .~.1) .~ .'1 

J2 ' 
1 

2 2 
c= X.~ + Y.g 

J2 , 
1 

F = 1/.xx + 1/. yy . 

These relations will be used to transform the flow equations, given in Section 2, to the 
computational space. 

3.1. Boundary-fitted coordinates 

A grid-generation procedure developed earlier (see Yeung and Ananthakrishnan [31]) has 
also been used in the present work to implement the coordinate mapping. This is based on a 
variational formulation (see Brackbill and Saltzman [6]) in conjunction with the notion of a 
reference space introduced by Steinberg and Roache [22]. The crux of the procedure is that a 
geometrically-similar intermediate space (a, (3) is first discretized, and its properties are then 
transferred to the physical mesh. This is illustrated in Fig. 2, which is taken from Yeung and 
Vaidhyanathan [32]. The intermediate space is geometrically simpler than the physical space 
(see Fig. 2) so that it can be discretized easily, for example, by using simple algebraic 
relations. The intermediate space is also discretized in such a way that its grid properties 
such as cell-area distribution and coordinate spacings are also the ones desired in the physical 
space. For instance, the present problem requires finer resolution of the region near the 
body and the free surface so that viscosity effects can be accurately resolved. The desired 
grid properties, that are first achieved in the intermediate-space, are then transferable to the 
physical mesh by minimizing the following functionals: 

(26) 

(27) 

(28) 

where the subscripts s, c, and 0 on the left-hand side represent the grid properties, viz. 
smoothness, cell-area, and orthogonality, respectively. Equation (26) is a measure of the 
difference, in coordinate spacings, between the physical and the reference spaces. The term 
J2 in equation (27) denotes the Jacobian of the mapping of the physical space onto the 
reference space (12 = x.aY.{J - x.{JY.a)' Note that equation (28), the orthogonality functional, 
corresponds to the direct mapping of (x, Y; t) to (g, 1/; T) given originally by Brackbill and 
Saltzman [6]. We do not use the reference space to specify the angular properties of the 
coordinates. This is because it is preferable to have orthogonal or nearly orthogonal grids for 
accurate implementation of Neumann-type boundary conditions. 

The field equations corresponding to the functionals (26) to (28) are given below: 
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Smoothness 

(29) 

(30) 

where 

The coefficients in the above equations are given by 

2 2 
01 =X,1) + Y,1)' 

2 2 
03 = a ,1) + (3,1) , 

2 2 
0'3 = a,g + {3,s ' 

and 13 (= a,s{3,1) - a,1){3,s) is the Jacobian of the mapping of the reference space to the 
computational space. 

Cell-area distribution 

where 

Orthogonality 

where 

2 
bVI = Y,1)' 

2 
Cvl = X,1)' 

2 
CvI = Y,1)' 

2 
Cv3=Y,~' 

(31) 

(32) 

(33) 

(34) 
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A linear combination of the above field equations taken as 

(35) 

where the As and 'i&'s denote respectively, user-specified weighting values and field equations, 
are solved. The A values are to be chosen as per the desired levels (or relative importance) of 
smoothness, cell-area variations and orthogonality, required in a particular problem. At each 
time step, the field equations for the grid are solved subject to the location of boundary 
points. 

3.2. Fractional-step formulation 

The mapping relations (21) to (25) are used to transform the governing equations to the 
(~, 1/; T) space. This is a straightforward workout in calculus but resulting in lengthy 
expressions. We will therefore, for the purpose of exposition here, present explicitly only the 
terms in the transformed equations that are essential for the description of the solution 
method. Remaining terms will be denoted simply by using symbols. Also, for brevity, we 
retain the notations used in Section 2 to denote differential operators; e.g., the gradient 
operator V now represents 

(36) 

The auxiliary velocity field uaux is first determined by using the momentum equations 
without the pressure term [8]: 

(37) 

where the superscript n denote the current instant of discrete time at which solutions are 
known. ,Nn and qjJ" are the known terms corresponding to the discretized form of the 
coordinate-transformed convection and diffusion terms, respectively. The term q on the 
left-hand side represents the possibility of implicit differencing. In the case of explicit 
differencing (in time), q = O. 

The discretized form of the full transformed momentum equation can be written as 

(38) 

A comparison of equations (37) and (38) leads to 

(39) 

where 

V·un + 1 =0. (40) 

In other words, uaux can be expressed as a direct sum of un + 1 and pressure fields. Equation 
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(39) can be conveniently rewritten as 

aux n+l + '('7 n+l 
U = U vcp, (41) 

where 

(42) 

which should not be mistaken as a velocity potential. Note that equation (42) gives a 
one-to-one relation between cp and p + ylF! which is dependent on the scheme (i.e., 
dependent on q). 

Once the auxiliary field has been evaluated using equation (37), equation (41) can be used 
to determine Vcpn+l and un + 1• The decomposition can be carried out either sequentially or 
iteratively. Following Kim and Moin [16], we use the following sequential procedure. The 
Poisson equation for cp 

'('72 '('7 aux Vcp=V'u , (43) 

obtained by taking the divergence of equation (41), is solved first for cp (and hence p through 
equation (42)). The correctional effects are then added to the auxiliary field through 
equation (41) to obtain un + 1: 

(44) 

We will elaborate on the boundary conditions needed for the evaluation of uaux, cp etc. in the 
next subsection, after providing a glimpse of some related theoretical aspects in the following 
paragraph. Details can be found in the cited references. 

In problems where the normal component of velocity is zero on the boundary, as in flows 
bounded by rigid boundaries, one can show using Gauss theorem that un + 1 and Vcp fields are 
orthogonal to each other (see Chorin [7]). The orthogonality of the pressure-gradient and 
the divergence-free-velocity fields, as stated by Bell et al. [5], "effectively eliminates pressure 
from the system while enforcing 1.2 [the equation of continuity]; in fact, specifying pressure 
boundary conditions overdetermines the system". Consequently, the decomposition (41) can 
be expresses as 

(45) 

'('7 n+l r.I aux (do tTh) aux vcp = .;Gu =.:r -;:r U , (46) 

where {J} and 22, not explicitly given here, are orthogonal operators which project uaux onto 
the divergence-free un + 1 and Vcp fields, respectively. The term ,j in equation (46) denotes the 
unit operator. In the case of free-surface flows, however, the divergence-free velocity and 
pressure-gradient fields are not orthogonal. Hence, operating the free-surface Navier-Stokes 
equations with the projection operator {J} would not eliminate the pressure term. The 
projected pressure term, nevertheless, is determined by the free-surface pressure condition 
(see Beale [4]). These observations indicate that the velocity boundary conditions on the 
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body and the stress conditions on the free surface, as given in Section 2, are sufficient for the 
solution of the pressure and velocity fields. 

3.3. Implementation of boundary conditions 

In the present work, physical conditions (given in Section 2) and the decomposition relation 
(41) are taken into account for obtaining numerical boundary conditions for uaux, (Vcpr+\ 

and un + I. Uniform validity of the equation (41) in space is important for obtaining accurate 
solutions in a consistent manner (see Kim and Moin [16]). 

On i?lJ, we use 

aux n + I 
U 'D=U '0, (47) 

aux n + 1 a ( n) 
U ' 'T = U ' 'T + a'T cp , (48) 

(where 0 and 'T denote unit vectors in the normal and tangential directions, respectively) to 
specify the values of uaux on:13. Equation (47), in view of equation (41), provides the follow­
ing homogeneous Neumann condition for cpll+ I, 

(49) 

Note that un + l is given by the no-slip conditions (11) and (12). It is determined by the 
free-slip equations (11) and (13) at the contact points :13 n '!ft. The location of the body is 
determined by the forced oscillation, i.e. by equation (10). 

On the free surface '!ft, we use an approximation of equation (41) to specify the auxiliary 
velocity value: 

(50) 

A two-step predictor-corrector type iterative procedure is applied to the free-surface stress 
equations for determining ull +1 and cpll+1 (see Ananthakrishnan [1] for details). Basically, we 
begin with the known value of cp from previous instant of time and use it as the Dirichlet 
condition for the solution of the Poisson equation. Equation (41) is then used to predict un + 1 

in the fluid domain. Stress relations, rewritten as Neumann-type relations for u and v in 
(g, yt, T) space, are then used to get the first estimate of u ll + 1 on '!ft. The normal-stress 
condition with the predicted velocity thus provides the Dirichlet condition for cp at the 
corrector stage. The remaining steps in the above predictor stage are again repeated in a 
similar manner for correcting ull + 1 and for updating cp 11 + 1. Concurrently, the kinematic 
condition (8) or (9) is also integrated using the predictor-corrector method to advance the 
free surface. The above two-step procedures thus require the solution of Poisson equation 
for cp twice at each instant of time. 

At the open boundary ~, we obtain a Dirichlet condition for cp from the approximation 
(14), using the scheme-dependent relation (42) between p and cp. The auxiliary-field uaux is 
determined by first-order spatial extrapolation. un + 1 is then computed using the decomposi­
tion relation (41), i.e. as 

(51) 
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3.4. Numerical schemes 

Several schemes to discretize the convection and diffusion terms in the transformed 
momentum equation - e.g. first-order upwind, second-order Adams-Bashforth, forward­
time central-space, implicit Crank-Nicholson, etc. - have been considered by Ananthakris­
hnan [1] in order to evaluate the comparative merits of these schemes applied to viscous­
wave problems. In the present work, we use one of the many sets of procedures that have 
been studied. This procedure consists of using an upwind differencing for the treatment of 
coordinate transformed convection terms and central-differencing for discretizing the diffu­
sion terms; both of these schemes are explicit, and hence q = 0 in equation (42). 

The Poisson equation (43) is centrally-differenced and solved by a Gaussian elimination 
based on LV-decomposition; the code requires the storage of (and operations in) only the 
non-zero band of the coefficient matrix. The grid equations, also centrally differenced, are 
solved iteratively using mixed over-under relaxation method. 

4. Results and discussion 

In this section, as a case study, results obtained for a simple section over a range of Fa and 
alB values are presented. A mesh size of (121 x 41), with coordinates clustered near the 
body and the free surface, is used for the discretization of the physical space. The value of 
Ra is set to be 103 for all cases, which is appropriate for the above mesh size. A time-step 
size of 0.02, which satisfy stability criteria posed by linear convection and diffusion problems 
on the numerical schemes (see Hirsch [13]), is used in all cases. Velocity scales associated 
with both body velocity and wave celerity are taken into account in satisfying the Courant 
condition. For grid generation, the physical space with free surface replaced by flat 
horizontal surface is used as the reference space. This allows discretizing the reference space 
by simple algebraic interpolation. We remark that this is not a restriction on the grid­
generation method. For example, for breaking-wave type problems, grids generated at 
previous instants of time can effectively be used as the reference mesh (see Yeung and 
Vaidhyanathan [32]). 

4.1. Flow structure 

First, in order to illustrate the intricate details of the vorticity/vortex generation around the 
oscillating body, velocity-vector and vorticity-contour plots corresponding to a typical case of 
large-amplitude of oscillation (a/ B = 0.2, d/ B = 0.5, Fa = 2.0) are shown in Figs 3a-3d. 
These figures correspond to instants of discrete time that are roughly one-quarter period 
apart. Figure 3a corresponds to t = 0.999T (where T here denotes the period of oscillation) 
when the body is ascending. As can be observed, the flow is primarily into the void 
generated by the upward movement. Note the incipient formation of wake eddies near the 
sharp edges. Fully developed wake vortices can be seen at a later time during the periodic 
motion, see e.g. at t = 1.247T (Fig. 3b). A small asymmetry in the flow field about the 
centerline (x = 0) can be noticed in the vorticity-contour plot. In this plot, generation of 
free-surface vorticity, which is rather weak because of small surface curvature, can also be 
seen. The entire flow picture changes as the body is descending (see Fig. 3c, corresponding 
to t = 1.499 t). The wake eddies that have been formed earlier (during the ascent) undergo 
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Fig. 3. Velocity-vector and vorticity contour plots for Ra = 10', Fa = 2.0, a/ B = 0.2, d/ B = 0.5, at (a) t = 0.999T, (b) 
t = 1.247T, (c) t = 1.499T, and (d) t = 1.814 T. T is the period of oscillation. In the velocity-vector plots, the 
horizontal line in the body denotes the calm water level. The solid lines in the vorticity-contour plots denote 
negative (clockwise) vorticity and dotted lines positive (counterclockwise) vorticity. 
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Fig. 3 (cont.). 

diffusion while being convected downwards. The vorticity field is now dominant in the shear 
layer generated along the sides near the sharp edges. One can notice the formation of 
vortices in the side shear layers. Finally, in Fig. 3d, which corresponds to t = 1.814 t, the 
outward translation of the vortices formed earlier (in Fig. 3c) can be clearly seen. The 
primary flow at this time is again (as in Fig. 3a) into the bottom void as the body is 
ascending. In all of the above vorticity-contour plots, partial shedding of vorticity into the 
fluid can be observed. 

4.2. Force calculations 

First, heave-force components for a typical case (d/ B = 1.0, F" = 2.0 and a/ B = 0.3) are 
shown in Fig. 4. These shear-stress, viscous normal-stress, and dynamic-pressure components 
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Fig. 4. Pressure and viscous-stress contributions to the heave force at Rff = 103, Fff = 2.0, a/ B = 0.3, d/ B = 1.0. 
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of the heave force are computed using equations (17) to (19). As can be observed in the 
figure, the pressure component is much larger than those of the viscous stress components. 
This is a well known fact for flows past bluff bodies with sharp edges. In the present case, the 
shear-stress contribution is about 10%, while that of the normal viscous stress is only about 
1 %, of the pressure force. The shear stress contribution will be even smaller at higher 
Reynolds-number flows. It should also be pointed out that the calculation of the shear stress 
requires a fine spatial resolution of the boundary layers. Because of the smallness of the 
viscous stress contribution, we will henceforth retain only the pressure term in the force 
computations. 

In order to determine the influence of the amplitude and frequency of oscillation in the 
nonlinear heave forces, the following cases are studied: 

Fa = 1.5, 

Fer = 1.0 , 

Case ( i) : a I B = 0.1 , 

Case (iii): aIB=0.1, 

Case (v): alB = 0.1, 

Case (ii): alB = 0.2 ; 

Case (iv): alB = 0.2 ; 

Case (vi): alB = 0.2 . 

The draft-to-beam ratio dl B is set to be 0.5. Cases (i) & (ii) are presented in Fig. 5, (iii) & 
(iv) in Fig. 6, and (v) & (vi) in Fig. 7. The heave forces are normalized with respect to the 
amplitude of oscillation; i.e. presented as FI(al B), where F now is only the pressure 
component given by equation (19). The nonlinear viscous results are compared with those of 
linear, potential-flow, frequency-domain, steady-state results. The linear results are obtained 
using the solution method developed by Yeung in [33]. 

For purpose of reference, a sine curve y(t) = 0.2 sin t, is drawn to indicate the position of 
the body. The value 0.2 is chosen merely for clarity. 
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Fig. 5. Normalized viscous heave forces for F" = 2.0, R" = \01, dl B = 0.5 at amplitudes alB = 0.2 and alB = 0.1. 
For comparison. linear potential results (Yeung [33]) is given. Sine curve yet) = 0.2 sin t indicates body position. 
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Fig. 6. Normalized viscous heave forces for Fa = 1.5, Ra = 103, d/ B = 0.5 at amplitudes a/ B = 0.2 and a/ B = 0.1. 
For comparison, linear potential results (Yeung [33]) is given. Sine curve yet) = 0.2 sin t indicates body position. 
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Fig. 7. Normalized viscous heave forces for Fa = 1.0, R" = 103, d/ B = 0.5 at amplitudes a/ B = 0.2 and a/ B = 0.1. 
For comparison, linear potential results (Yeung [33]) is given. Sine curve yet) = 0.2 sin t indicates body position. 
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In all of the nonlinear viscous-flow calculations, negatively large values are found at the 
start of the simulation. Recall that the body motion is stated impulsively at t = 0+. For such 
impulsively started motion in a viscous fluid, it has been shown that the stress on the body 
surface is square-root singular in t at t = 0+ (see Bar-Lev and Yang [3]). However, this 
negatively large value seems to perpetuate only for a short duration of time. 

Since the force curves are normalized with respect to the amplitude of oscillation, 
deviations in force curves of different a/ B values would indicate nonlinear effects. Devia­
tions of the computed results with respect to that of the linear, potential-flow theory is a 
measure of both nonlinear and viscosity effects. The phase shift of the force with respect to 
the body motion is attributed to the damping component (in phase with velocity) of the 
hydrodynamic forces. 

Based on the results given in Figs 5-7, the following observations can be made: 

• Inspection of results reveals that steady-state is reached within about two periods of 
oscillation. 

• The negative phase shift of the linear potential force is small at Fer = 2.0, since wave 
damping is almost negligible in this relatively high frequency regime (Fig. 5). However, it 
can be seen that the wave-damping component is quite large at the lower frequency 
Fer = 1.0 of oscillation (Fig. 7). 

• The phase shift is more negative (compared to linear potential results) in the case of 
nonlinear viscous solutions. It can also be observed, in general, that the phase shift 
increases with the increase in the amplitude of oscillation. This indicates the effect of 
viscosity on damping. 

• In the high-frequency regime (e.g. Fig. 5), the amplitude of the computed viscous forces is 
close to that of the linear, potential-theory results when the amplitude of oscillation is 
small. This is consistent with the analytical results of Yeung and Wu [34]. It can also be 
observed that the negative peak of the force curve is larger in magnitude than that at the 
positive peak, a known nonlinear effect. The computed viscous forces deviate substantially 
from those of potential flow at low frequency (see Fig. 7). 

• In general, the normalized heave forces are larger when the amplitude of oscillation is 
large. This increase is more dramatic at low frequency (Fig. 7). 

• At large amplitude of oscillation, a rather uniform spiky behavior can be observed during 
the second quarter of the periodic motion (see Figs 5 and 6). During this interval, as shown 
in Figs 3b and 3c, eddies formed in the wake are convected and diffused, and the vortices 
at the sides near the sharp edges are also developing. It is believed that the spikes in the 
force results are caused by the drastic pressure changes accompanying the generation of 
these vortices at the edges. However, no such spiky pattern is observed at the smaller 
amplitude of oscillation. 

Finally, to better elucidate the structure of the vorticity fields, we show in Fig. 8 a color 
plot of the vorticity contours corresponding to two different motion amplitudes (a / B = 0.1, 
0.2). Both plots in this figure correspond to d/ B = 0.5, Fer = 2.0, and t = 1.247 t. Note that 
the contours are given in the computational space. The actual vortical structure in the 
physical space will be slightly distorted from these plots because of coordinate mapping. It 
can be seen that the intensity of the vorticity field is larger in the case of larger amplitude of 
oscillation. Vorticity generation at the free surface, because of its curvature, can also be seen 
in the case of large-amplitude motion. 
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Fig. 8. Vorticity structure generated around cylinder, effects of amplitude of motion (shown in computational 
space); F,,=2 .0, R,,=10', d/8=O.S, and a/8=O.1, a/8=O.2 . Positive contours (green and red spectrum) 
correspond to counterclockwise vorticity and negative contours (blue and pink spectrum) to clockwise vorticity. 
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5. Conclusions 

A new method for the accurate solution of nonlinear, wave-body interaction problems in a 
viscous fluid has been developed. As has been shown in this paper, the present method is 
robust and is especially capable of coping with large amplitude of body oscillation. Although 
only heave motion is considered here, other modes of oscillation, such as sway and roll, or 
their combination, can be easily handled. 

For the heave-motion study, we have provided some typical results corresponding to a 
fairly wide range of frequency and amplitude of heave motion. At high frequency, 
small-amplitude forces agree well with those of linear potential theory in magnitude. The 
difference in phase between the viscous and inviscid cases is due to viscosity effects. 
Nonlinear and quadratic-damping effects are clearly evident for the case of large amplitude 
of oscillation. At low frequency, it is shown that heave forces are strongly dependent on the 
amplitude of oscillation. 

We were not able to provide results at extremely low frequencies, which would have 
required a very large numerical domain in order to avoid the ill effects of open-boundary 
reflections. Similar difficulty is also encountered in laboratory experiments because of 
tank-size limitations (see e.g. Vugts [26]). The scatter in the experimental data at low 
frequencies are customarily attributed to spurious effects of finite tank sizes. On the 
contrary, the results of Yeung and Wu [34], which were based on the linearized viscous-flow 
equations, show that viscosity effects could be important in the low-frequency regime in the 
laboratory scale. The present nonlinear work also seems to point towards that possibility. A 
more elaborate treatment of the open boundary is being developed. Once accomplished, we 
hope to resolve completely the precise role played by viscosity in the low-frequency regime. 
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Abstract. In this article a review is given of analytical and numerical calculations on the electromagnetic properties 
of composite superconducting wires. The review is based on the research performed at the University of Twente 
during the last ten years. Due attention is given to related results in the literature. 

The basic elements of the description are the Maxwell equations supplemented with a set of constitutive 
equations, relating the electric field E and the current density j in the composite. The problem is non-linear due to 
the non-linear E-j relation describing the superconducting filaments. 

The basic analytical and numerical tools for analyzing engineering problems are presented. Furthermore a 
synopsis is given of characteristic types of numerical results. Some comparisons between analytical and numerical 
results are also given. 

Dedication 
The first author suddenly passed away, when this paper was nearly finished. We therefore dedicate this article to the 
memory of Professor Louis van de Klundert, who was one of the world's leading researchers in the industrial 
application of superconductivity. 

1. Introduction 

1.1. Application of large current superconductivity 

The practical use of superconductors in large electromagnets has steadily grown since the 
discovery of the so-called 'hard' type II superconductors, like NbTi and NbSn3 , in the late 
fifties. Already in the early sixties bubble chamber magnets with more than 10 m3 free 
volume were constructed and used continuously for many years. Also other magnet systems 
like 4-6 km rings of accelerator dipoles, TEVATRON at Fermilab and HERA at DESY, 
have been constructed successfully and are operational. Design studies and prototypes 
testing for Accelerator rings of 27 km and 10 T (LHC, CERN) and 80 km at 6 T (SSC, 
Dallas) are underway. The first superconducting tokamak T-7 was constructed in the 
Kurchatov Institute in Moscow and nowadays several much larger systems, TORE SUPRA 
in Cadarache and T-15 in Moscow, are in operation. Still larger tokamak systems, like NET 
and ITER, are now under design and are intended to demonstrate the possibility of energy 
production by controlled fusion in the next decade. 

The application of superconductors in levitated trains both for levitation and propUlsion 
with speeds up to 512 km/hr have been demonstrated more than 10 years ago. Still under 
design and construction are large components for energy production and transport systems at 
power frequencies, 50-60 Hz. Here we can mention generators, transformers and transport 
lines. The advantage of using superconductors in quasi DC systems, the large ones 
mentioned above and small ones. e.g. MRT and lahoratory magnets, is the reduction of the 
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power consumption by at least 6 orders of magnitude compared to conventional ones. In AC 
systems the large reduction in weight and size and better controllability seems to be of major 
importance, although the reduction in power loss is still considerable. 

The average current density in superconducting systems ranges from 50-500 A/mm2 in 
external fields up to 12 T. Field rates in AC systems, and in DC systems under fault 
conditions, may locally be in the range from 10-1000 Tis, either parallel or perpendicular to 
the local conductor direction. Consequently, larger demands exist on the mechanical stability 
of superconducting systems than in conventional ones. Moreover, under these conditions 
the superconducting state is often required to be maintained or the transition to the normal 
state (quench) has to be performed in a predictable way, such as not to damage the 
system. 

In this paper a review will be given of the electrodynamics of superconductors based 
primarily on the research performed at the University of Twente during the last ten years. Of 
course relevant results as reported elsewhere in the literature are taken into account. The 
review is restricted to the analytical and numerical investigation of twisted wires. Three 
topics are of main interest: the current carrying capacity, the dissipation and the elec­
tromagnetically induced quench. For simplicity all calculations have been performed under 
isothermal conditions. 

1.2. Superconductors, wires and cables 

Superconducting wires generally consist of many (102_106 ) filaments of superconducting 
material embedded in a normal conducting matrix: Cu, CuNi or AI. For reasons of loss 
power reduction and electromagnetic stability the wire is - after drawing it down to almost 
the desired diameter - twisted in the last reduction step with a twist length Lp ranging from 
10 to 100 times the wire radius R. 

If 1/sc is the volume fraction of superconducting material and Nf the number of filaments, 
the filament radius R f is given by 

(1.2.1) 

Typical values are 0.1-50 /Lm for Rf , 0.1-0.5 mm for Rand 0.1-0.5 for 1/se ' 

Figure 1.1 gives cross sections of some wires. It may be seen that the filament area mayor 
may not include the centre part of the wire. The outer shell of the wire that does not contain 
filaments may be thick or thin. If we assume that the ring shaped filamentary zone extends 
from r1 till r2 , 0 ~ r1 < r2 ~ R, so occupying the fraction 1/f = (r; - ri)IR 2 of the total cross 
section, the local fraction of superconductor in the filamentary zone equals 

(1.2.2) 

This value of 1/ plays an important role in the next section. In many examples in this paper, 
however, we will assume that the filaments are uniformly distributed over the cross section of 
the wire, unless a specific configuration is mentioned. 

Figure 1.2 shows the cross section of superconducting cables used for accelerator dipoles 
and tokamaks. The contact points between the individual wires, usually called strands, will 
allow for closed current paths and consequently for extra loss power induced by external 
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(a) 

(b) 

Fig. 1.1. Cross sections of some multifilamentary superconducting composite wires. The filament area may (a) or 
may not (b) include the centre part of the wire. 
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(a) (b) 

Fig. 1.2. Cross section of superconducting cables used for accelerator dipoles and tokamacs: T-type (a), L-type (b). 

field changes. The L-type gives a much more regular distribution of the voids than the 
T-type (see Fig. 1.2). 

The evaluation of the electrodynamic response in a twisted multifilamentary wire can be 
achieved by solving the Maxwell equations supplemented with an appropriate set of 
constitutive equations and boundary conditions. In earlier works also simplified potential 
theory has been used, whereas network approaches still find applications. 

2. The mathematical formulation of the problem 

2.1. The Maxwell equations 

In general the Maxwell equations read: 

(2.1.1) 

where 'iff is the electric field, 2i3 the magnetic field, .w'the magnetic field strength,) the current 
density and 'ZlJ the electric displacement [1]. Using Carr's continuum model [2] the behaviour 
of composite superconductors will be described in terms of averaged quantities E, B, j and 
the so-called magnetization M. The Maxwell equations in a conducting non-magnetic 
composite and in slowly time varying fields are then given by: 

(2.1.2) 

(2.1.3) 

Since M results from macroscopic currents (see Section 2.5) in the filaments and varies much 
weaker in space and time than B the term J-LoM can be neglected in (2.1.3). In cylindrical 
coordinates we can write: 

1 . 
- a ip B z - a z B ip = J-Lo] r , 
r 

azBr - arBz = lLojip , (2.1.4 ) 
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and, since V· (V x A) = 0 for any vector, it may be beneficial to replace one of the above 
equations by: 

(2.1.5) 

2.2. Phenomenology of composite superconductors 

Taking into account that Rtl Lp _10- 3, i.e. the filaments are almost parallel to each other, it 
is useful to define a local coordinate system for the constitutive equations with one 
coordinate, ell' parallel to the filament direction and two, e I and e 2' in the plane perpen­
dicular to ell' Then we have: 

(2.2.1) 

j p is the superconducting current density and (Tij are elements of the conductivity matrix. The 
coefficient (TIl is given by (TIl = (1 -1/)(To where (To is the bulk conductivity of the matrix 
material. 

For arrangements of filaments with 3-,4- or 6-fold rotational symmetry, the coarse grained 
values of the conductivity matrix reduce to 

(Tl2 = 0 and (TIl = (T22 = (T.l • 

Carr [3] states that this isotropic value (T.l is given by 

(2.2.2) 

whenever the filament material does or does not contribute to the transverse current 
conduction, respectively. This is mainly determined by the properties of the matrix supercon­
ductor interface. Usually non-conducting filaments are assumed in Cu matrix, whereas 
perfect conducting material is assumed, when a highly resistive CuNi matrix is used. Kanbara 
[4] and Rem [5] investigated the validity of relation (2.2.2). Recently it was shown [6] that 
for hexagonal filaments in a 6-fold symmetry the maximum deviation of the numerically 
calculated (T.l from the value given above is about 2% at 1/ = 0.5. 

A generally accepted expression for the superconducting current density jp does not exist 
and only simplified expressions, valid in some regimes can be given. The strong non-linear 
behaviour of the superconducting material under DC conditions can be approximated by 
either a power law 

(2.2.3) 

or an exponential expression [7. 8] 
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whenever IEIII < E~c. jc can be referred to as the critical current density. The ratio jjljc' 
called the smoothness factor, is typically smaller than 2.10- 2. 

It we assume the usual linear critical state relation 

(2.2.5) 

with Ps the flux flow resistivity, for larger values of IEIII, a continuous functionjp(E II ) exists 
over the entire jp domain. The 'critical' current density jc is a function of B 1 = (B7 + B~t2 
and BII [9] and temperature T. 

Under AC conditions, i.e. both E.1 and Ell ¥- 0, filaments exhibit a dynamic resistance 
described by the following relations 

. . E /E AC 
lp = lc II 0 , IEIII < E~c , 

IEIII > E~c. 
(2.2.6) 

For round filaments E~c = (8/37T)RrIE.11 [10]. The influence of BII on the dynamic 
resistance never has been investigated. Since the DC resistivity will become much smaller 
than the dynamic resistivity already close to jc we will neglect the DC resistivity in all 
numerical AC calculations. Filaments are said to be unsaturated or saturated, whenever I jp I 
is smaller or equal to j c respectively. A sharp boundary separates the unsaturated from the 

saturated regions in the filamentary zone. 

In cylindrical coordinates the constitutive equations then read 

(2.2.7) 

with: {3 = 27T/ Lp ' tg i/I = {3r, js is the superconducting component of jz: 

2." . 2." A' 2." acpcp = a.1 cos 'f' + all sm 'f' = a.1 + aa sm 'f' , acpz = ~a sin i/I cos i/I , (2.2.8) 

2." . 2." A' 2." a zz = all cos 'f' + a.1 sm 'f' = all-aasm 'f', 

where ~a = all - a.1' 
The above model originates from Carr and is called the anisotropic continuum model. 

A further simplification of the constitutive equations can be obtained by putting E~c = 
E~c = O. This means that in case of AC conditions the filament radius and its resulting 
dynamic resistivity is neglected. This is allowed whenever the (induced) components of E are 
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much larger than E~c. Filaments thus will be saturated whenever Ell = E", sin 1/1 + 
Ez cos 1/1 ¥- O. In the unsaturated case the constitutive equations further reduce to 

jz = js + a.lEZ ' Ez = -{3rE", . 

This reduction makes the Maxwell equations accessible for analytic considerations. It may be 
noted that all disappears from the equations regardless of its value. 

2.3. The applied field BA 

Each of the components of the applied magnetic field B A may be periodic functions of cp and 
z. We separate the total field B in an applied and an induced part B = BA + B'. BA then is the 
field generated in the volume of the conductor (wire, cable, braid) by currents outside the 
conductor, B' is the field generated in all space by currents flowing inside the conductor. In 
all cases considered here no current passes through the conductor surface. If BA = 0 one 
speaks of a self field problem. 

If we follow the path of one strand in a fully transposed cable the local applied field 
components will vary periodically since the direction of the strand will change compared with 
the general direction of the applied field. Moreover, if a multi coil system like a tokamak is 
considered, also other period lengths of the applied field have to be considered. 

In general the applied field can be thought of as the sum of four basic components. In 
cylindrical coordinates the two components uniform in z are 

B~ = BI(sin cp, cos cp, 0) , 

and the two periodic in z: 

B~ = B2 (I~( pr) sin cp sin pz, II ~~r) cos cp sin pz, II (pr) sin cp cos pz) , 

B: = B4(II(pr) sin pz, 0, fo(pr) cos pz) . 
(2.3.1) 

B~ and B~ have their main contribution in the y-direction, B~ and B: in the z-direction. 10 
and II are Bessel functions of the second kind. p = 27T / L z , L z is the period length in the 
z-direction. These four components all are regular solutions of V' BA = V X BA = 0 for 
Os.;rs.;R. 

The coefficients B;, i = 1,4, are functions of time. Two cases are considered here: the 
periodic time dependence B; = Bo e -iwl and the linear time dependence Bo = 0 for t < 0, 
Bo = at for t;:,: O. In the latter case we have to deal with an in time decaying effect of the 
transient occurring at t = O. For large times compared to specific response times of the 
system, :81 will vanish and we will refer to this situation as the stationary case. 

2.4. The induced field B' and the boundary conditions 

The shape of the induced field B' outside the wire, resulting from the current distribution 
induced in the wire by the applied field BA and the transport current fA in general has a very 
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complicated structure. When the applied magnetic field is described using some Fourier 
terms in the cp and z-direction, higher Fourier modes can appear in the induced field outside 
the wire due to: 

a. The non-linear h(EII ) relation, which may result in the occurrence of boundaries 
r(cp, z, t), separating saturated and unsaturated regions; 

b. the finite sample length, due to boundary conditions at the ends, i.e. at z == ± L, where 
2L is the length of the sample. 

The induced field can be calculated from V· BI == V X BI == 0 under the condition BI(r~ 00) == 
O. 

For each of the applied fields Bt given in (2.3.1) we get 

B~ == L am(sin mcp, cos mcp, 0) , 
m 

I Bz == 0, 

B~ == 2: 2: bnm(K~(npr) sin mcp sin npz , 
n m 

Km(npr) sin mcp sin npzlnpr, Km(npr) sin mcp cos npz) , 

B~ == L cn(Kl(npr) sin npz, 0, - Ko(npr) cos npz) . 
n 

(2.4.1 ) 

Here am' bnm and cn are functions of t which still must be calculated; Ko and Kl are Bessel 
functions of the second kind. 

The induced field from the transport current fA is given by: 

(2.4.2) 

In general the (double) summations have to be taken over an infinite number of terms. 
Notice that the exact form of the applied field is given, equation (2.3.1), but only the shape 
of the induced field outside the wire is given, equation (2.4.1). The currents and field 
components inside the wire must now be calculated using that the values of the coefficients in 
(2.4.1) follow from the continuity of BI at r == R. In numerical calculations it is sufficient to 
impose the boundary conditions in an integral way [5] (see Section 4.2.2). Other boundary 
conditions, to be fulfilled when determining the solution of the Maxwell equations, are 
Er(R) == 0 and B!(O) == B~(O) == O. 

It may be noted that the response to a linear combination of Bt given in (2.3.1) is not 
necessarily a linear combination of B: given in (2.4.1). Such complex problems, however, 
have not been studied so far. 

2.5. The magnetization and dissipated power density 

In a virgin filament, changes of the external field will induce screening currents which hold 
up the penetration of the external field into the filament. Flux penetration occurs because the 
current density is limited by the critical current density. The penetration field is the magnetic 
field amplitude beyond which the interior of the superconductor can no longer by shielded 
from the external magnetic field. As a consequence, for magnetic field changes larger than 
the penetration field, the total amount of superconducting material is positively or negatively 
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saturated. The flux penetration process is not reversible, i.e. the magnetization shows a 
hysteresis behaviour. Subjecting a superconductor to an alternating magnetic field therefore 
involves dissipation. So inside the filament a closed current loop appears having an effective 
magnetic moment. The averaged M in a multifilamentory superconductor results from 
adding all the small magnetic moments of current distributions inside the filaments. 

We already saw this in Carr's continuum model where for averaged quantities we found 
equation (2.1.3). In this equation only M is reminiscent of the variations in current density 
within the filaments. 

The induced screening currents will penetrate the whole filament if the field change 
amounts [11] 

Bpil = ILojc<pR[, in parallel field change, 

Bp.L = ~ ILojczR[, in perpendicular field change. 
1T 

(2.5.1) 

jc<p and jcz may have different values due to the production process of the wire. A field 
change of 2Bp is needed to bring the filament from one state of saturation into the opposite 
one. In an array of widely spaced filaments with 6-fold symmetry and a perpendicular field 
change larger than 2Bp a constant magnetization is obtained 

M.L = - 3~ Tfjcz R[ sign(B.L)' if BII = 0, 

1 .. 
Mil = - "3 Tfjc<pR[ sign(B II ), if B.L = o. 

(2.5.2) 

If the filament carries a transport current equivalent to an average current density jp the 
magnetization is in a good approximation reduced by a factor 1 - (j p / j c)2 [5]. The local loss 
power density p is given by 

p=j'E-M'B 

(2.5.3) 

where either B.L or BII = O. 
Values for M.L and Bp.L for hollow filaments and filaments of square cross section have 

been reported by [12] and [10], respectively. 
Notice that in the Maxwell equations (2.1.4) the magnetization M is neglected while in the 

loss calculations, equation (2.5.3), the loss term due to the magnetization is present. The 
reason for neglecting M in equation (2.1.4) is twofold: 

1) IV x ILoMI ~ IV x BI, 
2) V x M = 0 because M is constant if B > 2Bp. 

3. Analytical solutions 

The solution of the Maxwell equations can be found analytically only if a considerable 
reduction in the complexity of the problem can be obtained. Four examples will be given 



www.manaraa.com

240 L.l.M. van de Klundert et al. 

below. In the first one the conductor, e.g. a hollow wire of twisted filaments, is represented 
by a surface current, with linear properties, only. It should be remarked that this model is 
also valid for a hollow cable of twisted strands. In the second and third example the solution 
for uniform fields perpendicular and parallel to the wire are given. In the last example the 
solution in one turn of a cylindrical coil placed in a uniform field perpendicular to the coil 
axis is presented. 

The non-linear character of the problem, resulting from the non-linear h-component of 
the constitutive equation, can be removed by assuming that the whole interior of the wire is 
unsaturated. In order to account for the boundary condition E,(R) = 0 or Bcp(R) = B~ in 
rotational symmetric problems a surface current J, which also behaves linearly, is intro­
duced. J flows in the filament direction and has components lz and lcp, with lcp = f3Rlz. If 
E,(R-) # 0 the condition E,(R+) = 0 is fulfilled if 

(3.1) 

which relation follows from conservation of current at the surface of the wire. E,(R-) and 
E,(R+) denote the limiting values for r~ R, if r < R or r> R respectively. The continuity of 
BI at r = R is maintained, but for B: and B! the following relations replace the continuity 
requirement in absence of the surface current J: 

(3.2) 

These discontinuity relations follow from the Stokes versions of the Maxwell equations. The 
analytical approximations should be compared to numerical solutions taking into account the 
spatial extension of the shielding currents at the surface and the non-linear E-j relation. 
Numerical solutions will be presented in Section 4. 

3.1. A hollow cylinder in a periodically applied field 

If we consider a hollow cylinder of infinitesimal thickness and surface conductivity (T 

perpendicular to the filament direction, we can write for the most general applied field BA 
with a fixed frequency w [10]: 

BA = 2: 2: a~m ei(mcp+npz-wt)(I~(npr), i1m(npr)/npr, i1m(npr)) . 
n m 

For r < R the induced field BI can be written 

BI = 2: 2: anm ei(mcp+npz-wt)(I~(npr), i1m(npr)/npr, i1m(npr)) 
n m 

and for r> R, since B, is continuous 

(K~(npr), iKm(npr) /npr, iKm(npr)) . 

If we apply equation (3.2) we find 
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J,Lo(Jcp, lz) = L L ianm ei(mCP+nPZ-Wl)lnpR· K~(npR)( -1, mlnpr). 
n m 

If we now write the constitutive equations in the form 

-iJ,Low(J" R(npr)2 K~(npR)I ~(npr)a~m 
anm = (m sin r{I + npR cos r{I)2 + iWJ,Lo(J"R(npR)2K~(npR)I~(npR) 

and for the Ohmic loss P per unit cylinder surface 

In Fig. 3.1 P4,1IPO is shown for various values ~f WT= wJ,Lo(J"RI(2sin2r{1), Po is the loss in a 
uniform steadily increasing perpendicular field Bx = at: 

The limit of P4,11 Po for Lzi Lp ~ 00 equals 112 because of the time averaging. 

3.2. Twisted wire in uniform perpendicular field 

In analogy with the previous treatment the case of a perpendicular applied field can be given. 
For reasons of brevity only the case of z-invariant sinusoidal time dependence of the applied 
field will be presented. For more details see [13], [14] and [15]. 

o 
a.. 
....... 
a.. 

Fig. 3.1. P4,1 / Po for various values of WT [10]. 
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The Maxwell equations for this special case read 

(3.2.1) 

Assuming 

Br = gsin fP e- iwt , 

E iw h' -iwt r={i SlOfPe , 

/-Lojs = iWTk cos fP e -iwt , 

with r = /-Lo (T J) (3 2, we get for the surface current 

/-LoJz = -iwrh(R) cos fP e -iwt 

and J", = {3RJz ' and the remaining components of E and B 

E iw -iwt 
'" = {i g cos fP e , 

B . ,0. h -iwt 
z = -lWT/Jr cos fP e , (3.2.2) 

B () -iwt '" = a r rg cos fP e . 

Putting 

h = A L bnu2n , with u = {3r (3.2.3) 
n~O 

recurrence relations for an and bn can be derived. 

4n(n + 1)(1- iwr)an = iWT[((2n + 1)2 -1 + iWT)bn _ I - (2n + 1)an - I] , 

4n(n + 1)(1- iWT)bn = iwr[iwT(2n + 1)bn_I - an-I] . 



www.manaraa.com

Composite superconducting wires 243 

Notice that the convergence interval of the power series is bounded. From the boundary 
conditions A can be determined to be 

and consequently the power loss per unit length 

Here B: is the complex conjugate of Bcp. If we write 

S = 1T R2 iwB2( IL' + ilL") 
21L0 0 

the values of IL' and IL" can be plotted as shown in Fig. 3.2 [15]. 

(3.2.4) 

(3.2.5) 

For small (3 the IL"( IL') curve has an ellipse as a limiting envelope whereas for {3 ~ 00, 

where the filaments degenerate in rings, the relation for a solid copper wire 

(3.2.6) 

where e = iWILOu.l and 10 and 12 are Bessel functions of the first kind, must be obtained. 
This limit cannot be verified using these series expansions for convergence reasons. 

It may be noted that for small W the power loss is [15] 

p = wB~ WT' with T' = 1L0U.l [( Lp)2 + R2] 
1L0 1 + (WT,)2 , 2 21T 

(3.2.7) 

rather than the widely used expression for T' where the term R2 is omitted. 

800 

r 600 

LOO 

.200 

.200 .400 .600 .800 

Fig. 3.2. Representation of the Poynting vector in terms of a complex permeability for a uniform perpendicular 
applied field [15]. 
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3.3. Twisted wire in parallel field 

The shape of the applied field is chosen to be rotational symmetric. Then the Maxwell 
equations read 

(3.3.1) 

If we assume that the problem is also z-invariant, we immediately get Er = Br = 0 irrespec­
tive of the time dependence of BA. Moreover, it can be shown that Ez + {3rE'I' = 0 implies 
B'I' - {3rBz = 0 [16]. Er = 0 implies that no current exchange in the r-direction occurs, 
irrespective of the value of (Jr [17,18]. 

Two cases can be considered with respect to the time dependence: 

B~ = 0 t<O, BA 0 BA B -iwt 
z = at t ~ or z = 0 e . 

For E'I' a partial differential equation can be obtained, 

(3.3.2) 

In principle the equation can be solved applying a separation of variables technique. This has 
so far not been done. In the stationary case, i.e. after the decay of the transient effect, the 
solution reads 

(3.3.3) 

and 

(3.3.4 ) 

From (3.3.2) it can be seen, that if (J-L = 0 (7 = 0) saturation occurs first at r = 0 and 

(3.3.5) 



www.manaraa.com

Composite superconducting wires 245 

Thus saturation in the inner region occurs after a change in B: independent of the rate of 
change of B:. 

In case a sinusoidal time dependence of B: is assumed B: = Bo e -iwl it is useful to put 

E", =iwg, Ez = -iwf3rg , 
(3.3.6) 

Writing 

A '" 2n+ I g = L.J anu , k = A L bnu2n , with u = f3r 
n=O n=O 

the following recurrence relations for an and bn exist: 

The constant A follows from the boundary condition for B~ = 0 

A = Bo/f3(1 + f32R2) L (2n + 2)an(f3R)2n . (3.3.7) 
n=O 

The loss power per unit of length can be determined from the real part of the Poynting 
vector 

1TR s= - Ex B*. 
ILo 

(3.3.8) 

If we write 

S _1TR2 . B2( '+. ") - -2- IW 0 IL IlL 
ILo 

the real and imaginary part of f.L = f.L' + f.L" can be plotted for WT and f3R as a parameter. 
Figure 3.3 shows these curves [15]. For f3R = 0, i.e. no twist, the curve for a pure metallic 
bar is found whereas for f3R -HtJ, i.e. the filaments degenerate in rings, the semicircle of a 
paramagnetic material must be obtained. 

3.4. Field in the plane of a turn of a cylindrical coil 

In important practical applications wires are used in ring-shaped configurations, e.g. the 
D-coils in the Next European Torus fusion reactor [19]. In this subsection the properties of a 
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o 
-f.1' 

Fig. 3.3. Representation of the Poynting vector in terms of a complex permeability for a uniform parallel applied 
field [15]. 

D-coil in an AC magnetic field are studied, using an ideal torus configuration for the wire, 
which represents one turn of the coil. The radius of the wire is R and the mean radius of the 
torus is Ro ~ R (see Fig. 3.4). 

The applied time dependent magnetic field is considered to be uniform and parallel to the 
plane of the torus with constant time derivative iJA. This field, chosen in the z-direction 
(iJ~) will be perpendicular to the wire for coordinates (x, z) = (0, ±Ro) and parallel for 
(x, z) = (±Ro, 0). For other coordinates (x, z) on the wire the field is partly perpendicular 
and partly parallel. 

We want to perform the calculations in the natural r, cp, 8 system where 8 represents the 
angle on the torus with the positive x-axis and rand cp are the cylindrical coordinates 
perpendicular to 8. The configuration and definitions are outlined in Fig. 3.4. The (r, cp, 8) 
system is a positive oriented orthogonal coordinate system. The coordinate transformation 
for the vector x with x, y and z coordinates to the new coordinate system reads: 

% 

B. l J---.~ x 
I 

I 

I '~ 

Fig. 3.4. Circular configuration for the wire with radius R in a torus shape with mean radius Ro. Here R ~ Ro [20]. 
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(x, y, z) == «Ro + r cos q;) cos (), r sin q;, (Ro + r cos q;) sin ()) , (3.4.1) 

which gives for the elementary lengths: 

hr == 1 , hlP == r, h8 == Ro + r cos q; . (3.4.2) 

In this new coordinate system the Maxwell equations in case of a stationary problem read: 

1 1 . . A 
(V x E)r == - a E8 - R [a8E<p + sm q;E8] == - Br , 

r <p 0 + r cos q; 
(3.4.3) 

(3.4.4) 

(3.4.5) 

The applied magnetic field iJ~ can be written in its r, q;, () components: JiA == iJ~(cos q; sin (), 
-sin q; sin (), cos ()). Conservation of the bulk current density j in the interior of the wire is 
written as: 

(3.4.6) 

At the surface of the wire r == R we consider a surface current with components 1<p and 18 in 
the q; and () direction respectively. From the fact that no current flows out of the wire at the 
boundary r == R, conservation of current is written as: 

(3.4.7) 

The differential equations cannot be solved directly so we use a power series in r because 
R ~ Ro' We show the calculation of E<p in detail. Substituting Ell == 0 so E8 == - (3rE<p in 
equation (3.4.3) we obtain: 

The homogeneous solution of (3.4.8) is zero [20]. For finding the particular solution we write 
E<p as a power series in r: E<p = E~O) + rE~l) + r2E~2) + .. '. This gives: 

and 

for E~O) and E~l) respectively. The solution is: 
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'A 
(0) LpBz 

Ecp = ( 2) [sin cp sin 0 + k cos cp cos 0] 
217" 1- k 

and 

with 

The higher order Fourier terms in cp appear because he contains the term r cos cp, see 
equation (3.4.2). For the other electric field terms and the currents the power series 
approach is equivalent. 

Due to the shielding currents the maximal transport current at low losses (Imax) is for small 
k approximated by: 

(3.4.9) 

The maximum value of IB~I for which the centre of the wire is unsaturated is given by: 

. k 2 . 17"TJ] 
IB~I < i (for small k) . 

U-L P 
(3.4.10) 

Notice that for this value of IB~I, Imax is zero. Furthermore, the coupling losses per unit 
volume are given by: 

• A2 L 2 . A2 2 

~ = u-LBZ (2) + u-LBZ . ~ (for small k), 
Vol 2 217" 4 k 2 

(3.4.11) 

where the first and second term are due to the perpendicular and parallel component of the 
applied field B~ respectively. The first term is half of the value arising in case the field is 
perpendicular over the whole length of the wire. 

Another commonly used approach for calculating the field and currents in a toroidal 
configuration is as follows: consider a straight wire and apply a spatially periodic time 
dependent magnetic field. The torus problem can be approximated by a straight wire in a 
spatially dependent magnetic field for small values of k [20]. 

4. Numerical solutions 

4.1. Introduction 

In the previous section, where analytical solutions were calculated we had to idealize the 
problem significantly in order to be able to perform the calculations. In this section we 
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investigate aspects concerning numerical solutions. The reason for performing numerical 
calculations is threefold: 

(1) to find bounds for the validity of the analytical approximations (for design purposes), 
(2) to compare non-trivial analytical solutions with numerical data (checks on the solution 

methods), 
(3) to be able to obtain results where no analytical calculations are possible, mainly due to 

the non-linear E-j relation. The most important cases that cannot be treated analytically 
are: 

(1) Rf #0, this case will not be considered in this article, see [10], 
(2) time dependency I transient phenomena including saturation, 
(3) [A#O, 

( 4) calculation of the exact form of boundaries between positive I negative I unsaturated 
regions. 

These items will be considered in this section. We treat the basic ideas of the numerical 
model and present some specific numerical results. The comparison between numerical and 
analytical results is performed for parallel applied magnetic fields. 

Even the largest supercomputers are not able to cope with general 4 dimensional 
space-time problems due to large cpu times and high storage requirements. Therefore in 
general we have to reduce the dimensions of the problem using symmetry arguments like 
rotational symmetry ('P-invariance) or z-invariance. Consequence is that some terms in the 
Maxwell equations are not present anymore. The number of unknowns and the cpu time are 
reduced considerably. 

4.2. Numerical model 

Three important aspects can be determined concerning the numerical model: 

*) Grid using the method of grid staggering, 
*) Boundary conditions, 
*) Non-linear E-j relation. 

We now investigate every aspect in more detail. 

4.2.1. Grid staggering 
When considering a convenient grid, use is made of the so-called staggered space grid. 
Maxwell's equations in integral form read: 

L E . dl = J Is - Ii . en dS . 

(4.2.1.1) 

These equations are discretized second-order accurate in time and space. For the time 
discretization mostly the three point backward method is used and for the space discretiza-
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tion the midpoint rule is used. These discretizations can be implemented very conveniently 
on a staggered space grid. As an example we consider a two dimensional r - cp grid given in 
Fig. 4.1. Recognize that V· B and V x E are calculated at the same position (solid curve in 
Fig. 4.1), as well as V x B and V' j (dashed curve). The formulae for discretizing the 
equations using the solid basic cell as considered in Fig. 4.1 read: 

V'B=O: (i + 1) Ilcp Br(i + 1, j) - (i -1) Ilcp Br(i -1, j) 

+ Bcp(i, j + 1) - Bcp(i, j -1) = 0, 

(V x E)z = - Bz: (i + 1) Ilcp Ecp(i + 1, j, k) - (i -1) Ilcp Ecp(i -1, j, k) + Er(i, j -1, k) 

- Er(i, j + 1, k) = -2i Ilr Ilcp Bz(i, j, k) , 

with 

B/i, j, k) = (3Bz(i, j, k) - 4B/i, j, k - 1) + Bz(i, j, k - 2)) /(2 Ilt) . 

The indices i, j, k are related to the r, cp, t coordinates, respectively. The discretization of the 
equations using the dashed basic cell are similar to the above given discretizations. 

The basic molecules in three dimensions for both equations are given in Fig. 4.2, 

2nrp 
2n" ® X Ep 

0 0-. o E+ I 

® $ o Ez 
I X 8p Q 

0 , o B+ 
~ o Bz 2® , 

0 \ 

10~ (J) \ 

0 \ 

' .. 00 ® 0 -0 
0 

0$ m 
® 0 

o 

Fig. 4.1. A small version of the grid, used for the discretization of the electromagnetic field inside the wire 
(np = 2, n" = 3) [5]. 
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Ev z 

• 1z 

Fig. 4.2. The two basic molecules for the 3-D staggered grid [10]. 

respectively [10]. These two molecules can be combined to a staggered 3D grid (Fig. 4.3). 
Notice that the staggering of these two molecules is imposed by the coupling of the two sets 
of Maxwell's equations. This grid, useful for isotropic and weak anisotropic media, can also 
be used for superconducting media. For practical superconducting wires with twistlength 
very large compared to the radius, the superconducting constitutive equation is merely a 
relation between the axial component of the electric field and the current density. One has to 
make an interpolation of the axial component of the electric field for calculating the 
superconducting current density in the other direction. This interpolation is a weak point of 
the numerical method because it influences the iteration process, which will be described 
later. Normally this interpolation can be circumvented for a 2D grid, by adapting the grid. 
The numerical scheme is second order consistent at those points where E and Bare 
sufficiently smooth. At the free boundaries, however, the consistency is only first order in 
the discretization steps, because then j if' and j z are not continuously differentiable functions 
of E. Furthermore, there is a limitation on the time step because the initial guess (due to the 
iteration process, treated in Section 4.2.3) may be too inaccurate for large time steps [5]. 

4.2.2. Boundary conditions 
The boundary condition for the currents is j,(R) = 0 which can easily be implemented on the 
grid. 

B. 

Fig. 4.3. The three dimensional staggered grid for the computation of the electromagnetic fields [10]. 
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In general, for solving Maxwell's equations, the magnetic field in all space must be 
considered: so not only in the interior of the wire but also in the vacuum surrounding it or 
even in the centre for a hollow wire. The boundary condition is formulated for r~ 00 where 
the induced magnetic field must vanish. However, we are only interested in the solution in 
the interior of the wire and need boundary conditions on r = R. They can be found 
considering that outside the wire the magnetic field satisfies aB = 0 because no currents are 
present. The magnetic field components outside the wire can be written using double 
summations in cP and z over an infinite number of terms which then are matched to the 
magnetic field at the surface of the wire itself. In this way the boundary condition for r ~ 00 is 
translated into a boundary condition at r = R. Result is that we only have to discretize the 
equations in the interior of the wire with correct boundary conditions at r = Rand r = O. 

This translation of the boundary condition will now be explained in detail for a z-invariant 
r - cP grid (Section 4.2.2.1) and a cp-invariant r - z grid (Section 4.2.2.2) where only one 
summation in the Laplacian solution remains. 

4.2.2.1. Boundary condition at r = R for the magnetic field for a z-invariant problem 
For a uniform applied magnetic field in the y-direction perpendicular to an infinitely long 
circular wire (so Bz(R) = 0) we can match Br and BIP at r = R with the r - cp dependent 
Laplacian solution outside the wire (r ~ R) (see Section 2.4): 

00 (R)n+! 
Br(r, cp) = B~(t) sin cp + ~! an -;: sin ncp , 

(4.2.2.1.1 ) 
00 (R)n+! 

BIP(r, cp) = B~(t) cos cp + L - an - cos ncp . 
n=O r 

Here use is made of the symmetry arguments Ar(r, cp - ~1T) = -Ar(r, ~1T - cp) and 
AIP(r, cp - ~1T) = AIP(r, ~1T - cp) with A r, AlP the rand cp components of any vector field A. 
The terms an can be eliminated using the orthogonality of sin ncp and cos ncp. This provides a 
relation between Br and BIP , which at the wire surface r = R gives: 

(for n = 0) , 

IT BIP(R, cp) cos ncp dcp + L1T Br(R, cp) sin ncp dcp = 1TB~(t)l)!,n (for n ~ 1) . 

Here l)i,j is the Kronecker delta. For the numerical grid refer to Fig. 4.1. With acp = 1T / NIP 
for any (NIP + 1) equally spaced BIP points on the wire surface (r = R), this relation can be 
used NIP times in its discretized form: 

N",+! N", 

L BIP(R, cp) cos ncpj + L B;(R, cp) sin ncpj = acp (n = 1, NIP) 
j=! j=! 

and the symbol B; is introduced, because in our grid Br is not defined at the surface, but at 
positions half a cell dimension inside the wire. To calculate B; it is approximated by a linear 
interpolation of the value Br(cpj) at a grid point near the surface and B;(cpj) at an imaginary 
point half a cel dimension outside the wire. Using the Maxwell equation V· B = 0 at the wire 
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surface, the boundary equations for Bop are found. The (Nop + 1)th equation for Bop(R, Nop + 
1) is 

4.2.2.2. Boundary conditions at r = R for the magnetic field for a cp-invariant problem 
Consider an infinitely long circular wire in a periodic applied magnetic field with periodicity 
length L z with only rand z components. This cp-invariant problem will be discussed in more 
detail in Section 4.3.2B. We match B, and Bz at r = R with the r - z dependent Laplacian 
solution outside the wire (r ~ R) where use is made of the symmetry argument azBz = 0 at 
z =0: 

Bz(r, z) = BA(t)Io(pr) cos pz + 2: - anKo(npr) cos npz , 
n=t 

(4.2.2.2.1) 

B,(r, z) = BA(t)It(pr) sin pz + 2: anKt(npr) sin npz. 
n=t 

Elimination of an gives, substituting r = R: 

using the Wronskian [21]: Iy(z)Ky+t(z) + Iy+t(z)Ky(z) = liz. Using the symmetry condition 
we see that J;z = 4 J(~z/4, so only the interval 0,;;; z ,;;; L) 4 must be calculated. The numerical 
implementation is similar to the r - cp grid (Section 4.2.2.1). 

4.2.3. Non-linear E-j relation 
Due to the non-linearity in the E-j relation the numerical solution cannot be found directly 
but the problem is linearized and iterated. 

The iteration process [5,10] is fully based on the non-linear relation between the parallel 
component of the electric field Ell and the superconducting current density j p' The iteration 
process is as follows: every grid point is labelled. A grid point is labelled to be positively 
saturated if the previous or initial value of Ell > 0, negatively saturated if Ell < 0 and 
unsaturated otherwise. We use the constitutive equations related to the labelling and solve 
the set of equations. With the solution we check the predicted Ell' If the prediction is not 
equal to the solution we change the label, but for convergence reasons one should not allow 
an element to change from a negatively saturated element into a positively saturated one or 
vice versa, but only allow saturated elements to turn into unsaturated ones or vice versa. 
There is no mathematical proof that this iteration scheme converges but in practice it works 
very well. Because Ell is calculated using Eop and Ez it is best to calculate both electric field 
components at the same position. 

4.3. Numerical results 

In this section we present numerical results. The most general grid is 4 dimensional in 
space-time but due to symmetry arguments the time dependency can be included or not and 



www.manaraa.com

254 L.J.M. van de Klundert et al. 

the space grid can be 1, 2 or 3 dimensional. Subsection 4.3.1 deals with DC and stationary 
problems and in subsection 4.3.2 non-stationary problems are considered. In each subsection 
the dimension of the space grid is used to classify the results. Furthermore we compare some 
numerical and analytical results, mainly in case of parallel applied magnetic fields. 

When not specifically mentioned, we consider a circular multifilamentary twisted wire. 

4.3.1. DC and stationary problems 
The dimension of the space grid is used to classify the results: 

(A) 2-dimensional space grid 
An infinitely long multifilamentary wire carrying a DC transport current in a constant 
perpendicular applied magnetic field [22]. The set of equations is: V x B == JLoj; V x E == 
O. The problem is z-invariant so we need a 2D grid in the r - cp coordinates. We have to 
translate the boundary conditions for B at r~ 00 to a condition for B at r == R as was 
already explained (Section 4.2.2.1). The non-linear E-j relation (2.2.7) is used, with 
jcCB 1-) given by the Kim relation [23] and E~c == O. Zero, one or two boundaries 
separating saturated regions can appear. The mesh contains about 10 x 10 grid points on 
the r - cp surface given by 0 ~ r ~ Rand 0 ~ cp ~ 1T. In Fig. 4.4 the saturated and non 
saturated regions are given in case 2 boundaries appear. In Figs 4.5 and 4.6 the Ez - Iz 

relation for the whole wire is given at constant applied field BA == 2 T and at constant 
twistpitch LplRw == 20 respectively. As can be seen, there is a very large increase in Ez 

as saturation occurs. 
Another DC problem is described by Boschman [24] where he calculates the solution 

for superconducting films connected through matrix material. Jc of every film is a 
periodic function of x: Jc,1(x)==Jo(1-2IxIIL) and Jc,z(x)==JO-Jc,l(X) with total 
critical current Jo. For this z-invariant problem we need a 2D xy grid. For 2 values of IA 
the saturation pattern is shown in Fig. 4.7. This current transfer through the matrix 
material between the filaments causes Ohmic losses. 

In this class of problems we can also consider the stationary solution (i.e. liI == 0) for 
an infinitely long wire subject to a perpendicular AC magnetic field, constantly 
increasing in time. The only difference with the already treated problem is the modified 

Fig. 4.4. Occurrence of saturated and unsaturated regions in the wire when two boundaries are present [22]. 
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Fig. 4.5. Electric field as a function of the scaled current, for various values of L) R" at an applied field of 2 tesla 
[22]. 

equation: V x E = - SA. The saturation boundaries for zero applied current are given in 
Fig. 4.8 [10]. Region 3 is saturated by coupling currents and cannot contribute to the 
transport current. Only region 1 can carry transport current which means that the 
maximum transport current Imax for a perpendicular field rate is reduced as described by 
[10]: 

Imax =lc[l- a~RI.S~1 .~]. 
Ttl, f3 R 

o Bo. [T1 
-+- to 
-<>-5 

2 
...... I 

-1 -- .5 
-+-0 

-2 

-3 

-4~------~----~~----------~~----------------~ 
-.05 .00 .05 

Log(J/le) 

(4.3.1.1) 

Fig. 4.6. Electric field as a function of the scaled current, for various values of the applied field, and L,,/ R" = 20 
[22). 
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2 2 

1 1 1 1 r r r 

-l)2 o Xo o 
Fig. 4.7. Saturated (shaded) and unsaturated regions of the superconducting surface layers. The arrows indicate the 
direction of the current transfer between the layers [24]. 

The r - 'P grid size is about 18 x 42 in the r - 'P surface given by O.-s r.-s Rand 
O.-s 'P .-s 2n. 

(B) 3-dimensional space grid 
An infinitely long multifilamentary wire carrying a DC transport current with no applied 
field. The wire properties are not constant, but a periodic function of the axial 
coordinate z. For the i-th superconducting filament we consider e.g.: 

(4.3.1.2) 

with O.-s (Xi .-s 1, L z the periodicity length and 'Pi some phase. This problem cannot be 
calculated analytically using Fourier expansions because of the non-linearity in the E-j 
relation. 

The set of equations is: V x E = 0 and V· j = O. A 3D x, y, z-grid is used taking into 
account one period length L z • These calculations are performed investigating the 
influence of non-uniformity of wire properties on n values as described by equation 
(2.2.3). 

.. 

Fig. 4.8. The three different regions for the current distribution of a wire in an applied field B~. Regions 1 and 2 
are unsaturated, region 3 is saturated [10]. 
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4.3.2. Non-stationary problems 
Here also the dimension of the space grid is used to classify the results: 

(A) 2-dimensional space-time grid 
An infinitely long circular wire in an AC magnetic field parallel to the z-axis. The set of 
equations is: V x B = JLoj; V x E = - B. Furthermore the non-linear E-j relation (2.2.7) 
is used. For this ({! - z-invariant problem the boundary conditions are: 

B (r = 0 t) = 0 rp , , 

The initial conditions are E = B = 0 for t ~ o. Using Maxwell's equations we directly 

obtain: Er = Br = 0 and so we have to solve 5 unknowns: Erp' Ez ' j" Brp' Bz using the 
remaining 4 Maxwell's equations and constitutive equation (2.2.7). Notice that in the 
unsaturated regions where Ell = 0 the relation Brp = f3rB z holds. Starting from the virgin 
state, we see that Brp = f3rB z until saturation occurs. 

Concerning the constitutive equations Erp' Ez and Is should be calculated at the same 
position. The magnetic field components should be calculated in between. Because 3 of 
the 4 boundary conditions are given in terms of the magnetic field, it is most convenient 
to calculate the magnetic field components at r = 0 and r = R. Then we only have to 
calculate Erp (r = 0) using an extrapolation of the internal Erp values. The grid we arrive 
at is given in Fig. 4.9. 

In the previous section an analytical approximation for the maximum amplitude not 
saturating the interior of the wire and the loss power were given under the assumption 
that all return current flows in a surface shell. Numerical approaches to the problem 
show that some peculiar and unexpected effects are, however, present. Figure 4.10 
shows the time development of the saturated regions when a z-invariant B~ = sin( wt) is 
applied at t = 0, furthermore fA = O. When wt < 'TT12 a negative saturated region starts 
in the outer region of the wire. At wt = 'TT12 a positive saturated region starts at r = R 
but the negative saturated region moves inward and disappears at wt = 3'TT12. This 
pattern repeats each period. In Fig. 4.11 a small time independent transport current is 
present and, as can be seen, the positive saturated regions penetrate much further than 
the negative ones. This means that a parallel applied field in an unexpected way reduces 

h.r 
~ ~ 

r=O I r=Rl R . 
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Fig. 4.9. Grid for case 4.3.2A. 
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Fig. 4.10. Numerical solution of the saturation of the filaments for a uniform B~ with sinusoidal time dependence 
and no transport current. 

the current carrying capacity of the wire since at the outside a double layer of positive 
and negative saturated current exists. When we apply a sinusoidal magnetic field: 

BA() B' Bo (iwt -iwt) 
z t = 0 sm wt = 2i e - e (4.3.2.1) 

the response of the electric field is (see Section 3.3): 

(4.3.2.2) 

Notice that both B~ and Etp are real functions of time. Furthermore there is no applied 

t(s) 

Fig. 4.11. Numerical solution of the saturation of the filaments for a uniform B~ with sinusoidal time dependence 
with a transport current of about 0.2 of the critical current. 
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current so B",(R) = O. Calculating the mean loss per unit length (P) using Poynting's 
theorem we get: 

i
21T i21T'W 1 [W] P = - 2w - (E",(R)B~' (R) - Ez(R)B:(R))R d<f> dt - . 

1TO 0 /Lo m 
( 4.3.2.3) 

Using the analytical approach from Section 3.3 we obtain: 

P- _ 21TR (ig(R) - ig*(R))B _ 1TRwBo (. (R) . *( )) - - -- w - - 19 - 19 R 
/Lo 4 0 2/Lo ' 

- 1TRwBo 
P = . Im(g(R)) , 

/Lo 

(4.3.2.4) 

with 1m the imaginary part of a complex number. 
Only the imaginary part of g(R) appears in the loss term. This is easy to see because 

for real values of g(R) the phase difference between B~ and E",(R) is 1T12, resulting in 
no loss because of the orthogonality between the sine and cosine function. P can also be 
found by calculating the dissipation directly from E and j: 

r21T1w rR r21T 
P = 2w1T Jo Jo Jo E . jr dr dcp dt , ( 4.3.2.5) 

with 

E·j=O'IIE~+O'.LE~ +EII'T/jp' (4.3.2.6) 

Numerically we can calculate either the contour integral (equation (4.3.2.3)) or the 
surface integral (equation (4.3.2.5)). Despite the higher work load, the surface integral 
is calculated because: 

(1) Using the contour integral we need E",(R) which should be calculated extrapolating 
from interior values. Using equation (4.3.2.4) we see that the loss is very sensitive 
to the phase difference between Bz(R) and E",(R). Calculating E",(R) by extrapola­
tion, this phase difference is calculated very inaccurately. 

(2) The time integration of the surface integral is a summation of only positive terms 
which is not the case for the time integration of the contour integral. 

For this type of problem (sinusoidally applied uniform B z field, no transport current) we 
now compare numerical and analytical results. In Fig. 4.12 the scaled loss 21TP!(W2B~) 
is given as function of the amplitude of the applied field Bo- The complete parameter 
setting is: B~ = Bo sin t; /A = 0; R = 10-3 m; Lp = 0.1 m; Rf = 0; jc = 109 A/m2; 'T/ = 0.5 
and 0' = 109 (Omfl. Grid parameters: flr = RI50 and flt = 21T1200. Also the analytical­
ly calculated loss term (see equation (4.3.2.4)) using the linearized set of equations (see 
Section 3.3) is indicated in the figure. 

For small values of Bo there is perfect agreement between the numerical and 
analytical results because on the numerical grid no saturation occurs, resulting in a 
linear problem. The only loss term that contributes to the total loss is O'.L E~. The 
deviation which starts at Bo = Bl can be explained as follows: for Bo> Bl outer grid 
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cells saturate. The loss terms alIE~ and EII'T/jp then also contribute to the total loss term. 
When saturation occurs the reason for deviation between numerical and analytical result 
is twofold: 

(1) in general: the saturated shielding current is dissipative while in the analytical 
approximation the surface current is considered to be non-dissipative; 

(2) for this specific situation: at the surface the positively and negatively saturated 
shielding currents do not cancel but both positively and negatively saturated regions 
appear next to each other, as was already mentioned. This increases the loss even 
more. 

Notice that the first deviation between analytical and numerical results depends on the 
grid size tlr. When tlr decreases, saturation occurs at the outer grid cells for smaller 
values of Bo so in the limit tlr~ 0 saturation occurs for Bo ~ O. 

For increasing amplitude Bo, the saturated regions penetrate more towards the centre 
of the wire. For Bo = Bz also a saturated region grows outward from the centre of the 
wire and the loss increases even more. The value of Bz is 5 T which follows from 
equation (3.3.5). For very large values of Bo the term Ell 'T/jp can be neglected compared 
to the Ohmic loss terms. The linear behaviour is dominant and the deviation between 
numerical and analytical results decreases. 

(B) 3-dimensional space-time grid 
An infinitely long circular wire in an AC perpendicular magnetic field. The solution of 
the Maxwell equations for this z-invariant problem has been determined with boundary 
conditions B~(t) = 0 and B", and Br at r = R using the previously mentioned series 
expansion, Section (4.2.2.1). All three components of E and B and the superconducting 

r\l 
J o·l..l°r 

I x 
a >,<' - I x' :K 

O.30~ X 
\ 

X I Xi 27rP ! J 

w2B~ 

O. 20k./ 
~ 

numerical 
I' 
~ 
, ! 

>\ ~xjo~ x. 
y.f- I 'X 

I I analytical 

~1 : D. DOb I I 
B2 2 3 

BJ 
log(Bo) 

Fig. 4.12. 27rp!(W2B~) as function of log(Bo)' The numerical and analytical results are indicated. For further 
explanation see text. 



www.manaraa.com

Composite superconducting wires 261 

current density js must be calculated on an r - cp - t grid. In Fig. 4.13 the degree of 
saturation is shown for 4 moments in time for an AC transport current in phase with a 
sinusoidal applied field [5]. 

In this class of problems we consider a second one. An infinitely long circular wire in 
a periodic applied magnetic field with periodicity length L z : 

This problem is cp-invariant and periodic in z, resulting in an r - Z - t grid. We use the 
Maxwell equations with the boundary conditions: 

(1) B<p(z, r = 0, t) = 0, 
(2) B<p(z, r = R, t) = ° (no applied current), 

.. , .. 
i . I 1",1s= 
I --

T="/2 

--------

-------­
~--

...... ,,1 

) 
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~-
' ......... 

j 
~=I ..--- -_ ...... 

", 
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~.I __ ··I 

------ : 

I 

~ 

Fig. 4.13. The degree of saturation for 4 moments in time for an AC transport current in phase with a sinusoidal 
applied field [5]. 
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(3) E",(z, r = 0, t) = 0, 
(4) B",(z, R) and Bz(z, R) are calculated using series expansions, see Section 4.2.2.2. 

(Notice that in the z-inv. problem (case 4.3.2A) we had Bz(R) = B~.) 
(5) at z = ~Lz: E", = Ez = B", = Bz = js = 0, 
(6) at z = 0: azE", = azEz = azB", = azBz = a)s = 0 . 

So we have a grid for 0:::; z :::; ~ L z . Not all 7 unknowns have to be calculated because we 
can very easily eliminate Er and Br using: 

and Br = azE", resulting in the set: 

1 . 
- arrB", = /Lo]z , 
r 

R oc----------~ 

o 
O~-------.....J 

Roc---------~ 

o L--__ ..L..-_---'--__ .....J 

R .----------., 

o ~__L. ____ ___l._.....J 
-LIt. o LIt. 

Fig. 4.14. The development of the saturated regions for periodic B~ and linear time dependence. For further 
explanation see text. The current pattern is indicated. 
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R ~::======::~ 

o o L-.. _______ --' 

-LIt. 0 LIt. 

Fig. 4.15. Momentary solution of saturated regions for periodic B: with sinusoidal time dependence. 

plus constitutive equation (2.2.7) for the 5 unknowns Brp' Bz ' Erp' Ez and js' This 
reduction from 7 to 5 unknowns is not considered in the first problem of this class 
because the elimination is not easy due to the ({! dependence. Figure 4.14 shows the 
development of the saturated regions for BA(t) == at. The upper picture shows the 
boundary of the outside region for small t. The middle picture shows the start of the 
development of the inner saturated region at B~ ~ f.LordcLpI41T [16] whereas the lower 
picture shows the final state of the saturated regions for t~oo. In Fig. 4.15 a schematic 
picture is given for BA(t) == sin t at some time. As in the uniform case in the outer region 
saturation in both directions coexists. The minimal mesh size is about 20 x 10 grid points 
on the r - z surface given by 0:;;; r:;;; Rand 0:;;; z :;;; L z /4. Furthermore in one periodic 
cycle in time the solution is calculated in 20 time steps. 

The figures 4.10 and 4.15 as well as the analytical analysis of Section 3.3 and Fig. 4.14 
show that the z-invariant problem is a well defined limiting case of the problem periodic 
in z. The calculations show that superconducting twisted wires subjected to parallel 
magnetic fields can carry much less transport current than earlier reported in the 
literature [17]. 

5. Concluding remarks 

In this article a framework has been presented concerning analytical and numerical calcula­
tions of the electromagnetic properties of composite superconducting wires. The basic 
analytical and numerical tools, applied to characteristic types of problems are presented. 
Furthermore a synopsis has been given of specific numerical calculations which enable the 
calculation of more complicated problems. As reported, numerical calculations sometimes 
show peculiar and unexpected effects. 

The numerical and analytical problems considered are idealized cases. Numerical calcula­
tions of general cases are not performed due to large cpu times and high storage require­
ments. However, the response of a system subjected to general applied magnetic fields is not 
necessarily a linear combination of the responses of idealized cases. To find bounds for the 
use of idealized solutions in general situations, some complicated problems should be 
considered in the future. 

A careful comparison of the analytical and numerical results for in essence the same 
setting can give a very good insight of what the different methods are capable of. Some 
comparisons are already given in this article but it will be worthwhile to make more 
comparisons in the future. 

All calculations are performed under isothermal conditions. Taking into account also the 
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heat balance equation with appropriate initial and boundary conditions, a more detailed 
description of the problem is obtained. 

6. List of symbols 

B, B" B~, Bz 

C, cn 

@ 

E, E" E~, Ez 

j, j" j~, jz 

L 

References 

= magnetic induction and its 
components 

= constant 
= electric displacement 
= electric field and its compo­

nents 
= transport current 
= Bessel functions of the sec­

ond kind and order 0 or 1 
= Bessel functions of the sec­

ond kind and order 0 and 
1 

= current density and its com­
ponents 

= Bessel functions of the first 
kind of order 0 and 2 

= superconducting part of jz 
= components of the surface 

current 
= half the length of the 

sample 
= period length of the applied 

field 
= twist length of the wire 
= magnetization 
= integer 
= number of filaments 
= 21TI Lz 

= radius of the wire 
= filament radius 
= mean radius of the torus 

u 
U 
T 
a 

f3 

= npr = 2n1Tr I Lz 

= 21TnRILz 

= temperature 
= constant of functions of t 

only 
= 21TILp 
= fraction of the supercon­

ductor 
u"" U" ~, U"II' U"~~, U"~z' U"zz = components of the conduc­

tivity tensor in the r, 1.., II 

T 

Subscripts: 
n, m 
r, cp, z, t 

x,y,z 

Superscripts: 
A 
I 

Operators: 
V· 
Vx 

1m 

or r, cp, z system 
= time constant 
= twist angle, tg '" = f3r 

= mode number 
= components in cylindrical 

coordinate system and 
time 

= components in cartesian 
coordinates 

= applied 
= induced 

= divergence 
= curl 
= time derivative 
= derivate W.r.t. the argument 
= the imaginary part of a 

complex number. 
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